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Abstract

We investigate the dynamics of the semiflowϕ induced onH1
0 (�) by the Cauchy prob-

lem of the semilinear parabolic equation

∂tu −1u = f (x,u)

on�. Here� ⊆ R
N is a bounded smooth domain, andf : � × R → R has subcritical

growth inu and satisfiesf (x,0) ≡ 0. In particular we are interested in the case whenf
is definite superlinear inu. The set

A := {u ∈ H1
0 (�) | ϕ t(u) → 0 ast → ∞ }

of attraction of 0 contains a decreasing family of invariantsets

W1 ⊇ W2 ⊇ W3 ⊇ . . .

distinguished by the rate of convergenceϕ t(u) → 0. We prove that theWk’s are global
submanifolds ofH1

0 (�), and we find equilibria in the boundariesWkrWk. We also obtain
results on nodal and comparison properties of these equilibria. In addition the paper con-
tains a detailed exposition of the semigroup approach for semilinear equations, improving
earlier results on stable manifolds and asymptotic behavior near an equilibrium.
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1. Introduction

We are interested in parabolic Cauchy problems of the form

(P)





∂tu(t, x)−1u(t, x) = f (x, u(t, x)) t > 0, x ∈ �
u(t, x) = 0 t > 0, x ∈ ∂�
u(0, x) = u0(x) x ∈ �

whereN ≥ 1, and� ⊂ R
N is a bounded domain with smooth boundary. The nonlinearity

f : �× R → R has subcritical growth. Our focus is on the case thatf is definite superlinear
at infinity, i.e.

f (x, u)

u
→ ∞ as|u| → ∞, for x ∈ �.

We consider initial datau0 in H1
0 (�) and various subspaces. The precise hypotheses onf will

be stated below. A model nonlinearity is

(1.1) f (x, u) = a0(x)u +
k∑

j =1

a j (x)|u|p j −2u

with a j in L∞(�) for j = 0, . . . , k, ak(x) ≥ δ with some constantδ > 0, 2< p1 < p2 <

· · · < pk < 2∗, where 2∗ := 2N/(N − 2) if N ≥ 3 and 2∗ := ∞ if N = 1, 2.
Our hypotheses onf imply that (P) induces a (local) semiflowϕ on H1

0 (�). Due to the
superlinear growth off the dynamics of (P) have several interesting and challenging features.
It is well known that for everyu ∈ H1

0 (�) r {0} there existsζ(u) > 0 such that the solution
ϕt (ζu) of (P) with u0 = ζu blows up in finite time providedζ > ζ(u). This blow up
phenomenon has been investigated by many people; see for instance [8,39] and the references
therein. As a consequence of the blow-up phenomenon there cannot exist a global attractor,
the problem is not dissipative.
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For the long-time dynamics the set of bounded solutions or, more generally, the set

I+ := {u ∈ H1
0 (�) | ϕt(u) is defined for allt ≥ 0 }

obviously plays an important rôle. It contains the set of equilibria as well as all orbits which
converge towards the set of equilibria, especially all heteroclinic orbits between equilibria.
The equilibria of (P) are the time-independent solutions ofthe elliptic Dirichlet problem

(E)

{
−1u(x) = f (x, u(x)) x ∈ �

u(x) = 0 x ∈ ∂�.

There are plenty of results concerning the solution structure of (E). This is particularly true
for the class of superlinear nonlinearities considered in this paper which has been a focus of
research in nonlinear analysis, motivated by various applications. For this class, variational
methods often yield the existence of many positive, negative, or sign-changing solutions under
various hypotheses on the nonlinearityf or on the domain�. Standard references are the
monographs [13, 41, 46, 48]. In [4] Ambrosetti and Rabinowitz showed that iff is odd as in
(1.1) then (E) has an unbounded sequence of solutions. Recently it has been proved that in
the odd case there even exists an unbounded sequence of nodalequilibria which are pairwise
non-comparable; cf. [6].

Due to the complexity of the set of equilibria of (P) with a superlinear nonlinearity, a de-
tailed analysis of the dynamics seems to be out of reach, at least in the higher dimensional
caseN ≥ 2. Even for N = 1 most papers only deal with dissipative problems. In the
one-dimensional case the zero number plays an important rôle for structuring the dynamics,
see [9,10,20] for results in this direction. Unfortunatelythere is no generalization of the zero
number to higher dimensions. Concerning the dynamics of (P)without dimensional restric-
tions, in addition to the papers on the blow up of solutions many authors worked on regularity
problems (cf. the recent monographs [3, 31]), on the convergence of bounded solutions to-
wards equilibria (cf. [19,23,24,27,30]), or on the structure of a global attractor or of compact
isolated invariant sets as in the Chafee-Infante problem (cf. the monographs [22,25,42,43,47],
and the references therein).

In the situation we are interested in, the functionu ≡ 0 is a (trivial) equilibrium which
may be unstable and degenerate. Let

A := {u ∈ I+ | ϕt (u) → 0 ast → ∞ }

be the set of attraction of 0. If 0 is asymptotically stable then it is an open subset ofH1
0 (�). In

the case which we treat it need not even be a submanifold ofH1
0 (�). It is our goal to present a

fine analysis of the dynamics inA. This is quite delicate and technical in the general situation
considered in this paper. In particular we investigate the set of equilibria in the boundary
∂A := ArA of A. In a sequel we plan to study heteroclinic orbits in∂A. In order to give an
idea of the kind of results which we obtain set

E := H1
0 (�) ,
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endowed with the norm

‖u‖ :=
(∫

�

|∇u|2 dx

)1/2

.

Let λ1 < λ2 < λ3 < . . . be the distinct Dirichlet eigenvalues of the linearized operator
L := −1− fu(x, 0). Let E−

k be the generalized eigenspace ofL associated to{λ1, . . . , λk−1}
andE+

k the complementary eigenspace inE. For eachk ≥ k0 := min{j ∈ N | λ j > 0} we
consider thek-th superstable manifold

Wk := {u ∈ I+ | lim sup
t→∞

‖ϕt (u)‖1/t ≤ e−λk } ⊂ A

and its boundaryDk := Wk r Wk. If k0 = 1 thenW1 = A is the set of attraction of 0 for
ϕ. We haveWk+1 ⊂ Wk, andDk+1 ⊂ Dk for all k ≥ k0. The setsWk have been considered
before in the caseN = 1 for dissipative problems, see e.g. [9, 21, 49]; and see [33]where the
equivalent for periodic equations is used.

The goal of the present paper is to investigate the structureof these superstable manifolds,
and to find signed or nodal equilibria inDk. Here we call a functionu signedif either u ≥ 0
or u ≤ 0, andnodalor sign-changingif u is not signed. Typical results which we prove are:

• Wk is a submanifold ofE with codimension dimE−
k .

• If λ2 > 0, thenW2 is the graph of aC1-functionU → E−
2 whereU is an open neigh-

borhood of 0 inE+
2 .

•
⋂

k≥k0

Wk = {0}

• If k ≥ 2 then everyu ∈ Wk r {0} is nodal.

• If λ1 > 0 then there exist a positive and a negative equilibrium in the boundaryD1 of
W1.

• If λ2 > 0 then there exists a (nodal) equilibrium inD2.

• If f is odd inu as in the model case (1.1), then for eachk ≥ k0 there exists an equilib-
rium in Dk.

Using the zero number we have more results if the domain is one-dimensional. For instance,
we prove thatWk is a graph for allk ≥ k0, and that there exists an equilibriumuk ∈ Dk with
preciselyk nodal domains, again for allk ≥ k0 (no oddness required).

Our approach owes a lot to the papers [10, 11, 35, 40] by Brunovský, Fiedler, Poláčik,
Quittner. The usual techniques as in [25] for proving that the stable manifold of a hyperbolic
equilibrium is indeed a manifold do not suffice to show thatWk is a submanifold. Observe that
the third statement above implies

⋂
k≥k0

Dk = ∅, hence in the odd case there are infinitely
many equilibria in the boundariesDk. As a consequence of the fourth statement these are
necessarily nodal. We shall also prove that they are unbounded and pairwise non-comparable.
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Thus we have a completely new proof for the results in [4] and [6] about (E) in the odd case.
In addition we obtain a great deal of information on the global dynamics of (P).

The paper is organized as follows. In the rest of this sectionwe formulate our assumptions
on f and fix notation. Then in Section 2 we investigate the structure of the superstable man-
ifolds. Our results about equilibria on the boundary of the superstable manifolds are being
stated and proved in Section 3. The proofs use the semigroup theory for semilinear parabolic
problems. Standard references for these foundations are the books [3, 18, 25, 31]. Unfortu-
nately, in the literature many of the results which we need have not been proved in sufficient
generality. Other results seem to be folklore but were neverwritten up in detail or precise hy-
potheses are missing. Therefore we include a rather lengthyappendix where we give a precise
formulation of the semigroup setting which we use, and wherewe present the proofs of all re-
sults for which we did not find a reference. The results from the appendix are also needed for
further investigating the dynamics in∂A and Dk, especially for the existence of heteroclinic
orbits between the equilibria whose existence we prove. We believe that the appendix will
also be useful for other work on semilinear parabolic problems, in particular for those with
superlinear nonlinearity.

1.1. The setting

In order to formulate our hypotheses onf : �× R → R we setF(x, u) :=
∫ u

0 f (x, s) dsand
recall the critical exponent

2∗ =
{

2N
N−2 N > 2

∞ N = 1, 2 .

Let ai ≥ 0 for i = 1, 2, 3, 4,θ > 2, p ∈ (2, 2∗), andp̄ ∈ (2, p] denote constants. We consider
the following hypotheses:

(F1) f : � × R → R is a Caratheodory function,f (·, 0) ∈ L∞(�), and f is continuously
differentiable in the second argument for a. e.x. Moreover,| fu(x, u)| ≤ a1(1+|u|p−2)

for x ∈ �, u ∈ R.

(F2) f (x, 0) = 0 for all x ∈ �.

(F3) f (x, u) sign(u) ≥ a2|u| p̄−1 − a3 and f (x, u)u ≥ θF(x, u)− a4 for x ∈ �, u ∈ R.

(F4) fu is Hölder continuous atu = 0, uniformly inx.

Note that problems (E) and (P) are definite superlinear at infinity if (F3) holds.
Let us assume the basic assumption (F1) for the rest of this section. It follows that the

energy functional8 : E → R given by

8(u) := 1

2

∫

�

|∇u|2 dx −
∫

�

F(x, u) dx

is well defined and8 is aC2-function. The set of critical points of8 will be denoted by

K := {u ∈ E | 8′(u) = 0 } .
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It is well known that weak solutions of (E) are in one-to-one correspondence with critical
points of8, andK ⊆ C1(�). If (F2) is satisfied then 0∈ K .

In Theorem B.2 we show that (P) generates a compact continuous (local) semiflowϕ on
E. For everyu ∈ E we denote byT+(u) ∈ (0,∞] the maximal existence time of the orbit
starting atu. ThenT+ : E → (0,∞] is lower semicontinuous. It is known thatϕ possesses8
as a strict Lyapunov function. More precisely, ifu(t) = ϕ(t, u0) is an orbit, then

d

dt
8(u(t)) = −‖u̇(t)‖2

L2(�)

for t ∈ (0, T+(u0)). Here we have writteṅu(t) := d
dt u(t), and this quantity exists inL2(�).

Moreover, the equilibria ofϕ are exactly the critical points of8.
Now suppose for the moment that (F2) holds. Recall the sets

I+ = {u ∈ E | T+(u) = ∞ }
A = {u ∈ I+ | ϕt (u) → 0 ast → ∞ } .

In this situation we also consider the following assumptions:

(F5) For everyC1 ≥ 0 there isC2 ≥ 0 such that ifu ∈ A satisfies‖u‖ ≤ C1, then‖ϕt (u)‖ ≤
C2 for all t ≥ 0.

(F6) If T+(u) < ∞ for someu ∈ E, then limtրT+(u)8(ϕ
t(u)) < 0.

Quittner showed in [39] that (F5) and (F6) are consequences of (F1) and (F3), plus an addi-
tional technical condition onp − p̄ which is vacuous ifp = p̄. We do not know whether
additional conditions are needed at all, or whether (F5) and(F6) are consequences of (F1) and
(F3).

DefineF ∈ L(L2) by (Fu)(x) := fu(x, 0)u(x). As in the introduction we denote the
distinct eigenvalues ofL = −1 − F in L2 with respect to Dirichlet boundary conditions by
λ1 < λ2 < λ3 < . . .. Throughout the paper we also fix

k0 = min{ j ∈ N | λ j > 0 }

from the introduction.

1.2. General notation

We setR+ := (0,∞) andR
+
0 := [0,∞). Forq ∈ (1,∞] we denote byLq(�) the Lebesgue

space of real functions on� with norm| · |q. The scalar product inL2(�) is written as(· , ·).
For a topological vector spaceX of real functions we denote byPX the cone of functions

taking values inR+
0 . The interior ofPX will be denoted byP0X. Moreover we use the

notation

u ≥ v :⇔ u − v ∈ PX

u > v :⇔ u − v ∈ PX r {0} .
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If X is a metric space,A is a point or a subset ofX, andρ > 0, then we set

Uρ(A, X) := {x ∈ X | distX(x, A) < ρ }
Bρ(A, X) := {x ∈ X | distX(x, A) ≤ ρ }
Sρ(A, X) := {x ∈ X | distX(x, A) = ρ } .

When there is no confusion possible we sometimes omit theX-dependency. If(X, ‖·‖) is a
normed vector space andA = 0, we often writeUρX instead ofUρ(0, X), and so forth.

For normed vector spacesX,Y, we denote byL(X,Y) the space of bounded linear maps
from X to Y, endowed with the operator norm. The space of closed (possibly unbounded)
linear maps will be denoted byC(X,Y). For A ∈ C(X,Y) we denote by dom(A) ⊆ X the
domain ofA, and byD(A) the domain ofA endowed with the graph norm. As usual, ifX = Y
we writeL(X) := L(X, X) andC(X) := C(X, X).

If U ⊆ X is open,n ∈ N0 andµ ∈ (0, 1), we writeCn(U,Y) for the space of functions
that have continuous derivatives up to ordern, and byCn+µ(U,Y) the subspace of functions
in Cn(U,Y) where then-th derivative is locally Hölder continuous with exponentµ. By
Cn−(U,Y) for n ≥ 1 we denote the subspace of functions inCn−1(U,Y) where the derivative
of order(n − 1) is locally Lipschitz. We say thatu ∈ Cn(U,Y) uniformly on bounded subsets
if all derivatives up to ordern are bounded on every bounded subset ofU . A similar convention
applies to spaces of Hölder and Lipschitz continuous functions.

Acknowledgement. We would like to thank P. Brunovský, M. Fila, and P. Quittnerfor very
helpful discussions and references to the literature. Special thanks are due to P. Quittner for
his comments on an earlier version of the paper.

2. Structure of Superstable Manifolds

Throughout this section we assume the hypotheses (F1) and (F2). Fork ∈ N denote byEk the
eigenspace ofL corresponding to the eigenvalueλk. Fork ≥ k0 set

σ−
k := {λ1, . . . , λk−1 }

and
σ+

k := σ(L)r σ−
k .

Thenσ±
k are spectral sets. LetP±

k denote the associated spectral projections and set

E±
k := P±

k E .

ThenE−
k = {0} if k = k0 = 1.

Denote foru ∈ E by J(u) := [0, T+(u)) the maximal existence interval. The domain of
ϕ is given by

D := {(t, u) ∈ R
+
0 × E | t ∈ J(u) } .

For t ≥ 0 we also set
Dt := {u ∈ E | (t, u) ∈ D } .
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Note thatD is open inR
+
0 × E andDt is open inE. For t ≥ 0 we write the time-t-map as

ϕt : Dt → E and we setϕ−t := (ϕt)−1.
For M ⊆ E we define itspositive semiorbit, its negative semiorbit, and itsorbit by

O+(M) :=
⋃

t≥0

ϕt(Dt ∩ M) ,

O−(M) :=
⋃

t≥0

ϕ−t (M) ,

O(M) := O+(M) ∪ O−(M) ,

respectively. As a consequence of Theorem B.2d) the time-t-maps are injective, thus the
notationϕ−t (u) ∈ E for u ∈ E with ϕ−t ({u}) 6= ∅ is justified. We also writeO(u) := O({u})
for the orbit throughu. We sayM is positive invariantif O+(M) ⊆ M and M is negative
invariant if O−(M) ⊆ M. We sayM is locally positive(negative) invariant if for everyu ∈ M
there is an open neighborhoodU of u such thatU ∩ M is positive (negative) invariant with
respect to the restriction ofϕ to U . We sayM is (locally) invariant if M is (locally) positive
and negative invariant.

Recall the definition ofA given in the introduction. From Theorem B.2 we conclude that
the setsA andA are positive invariant and

(2.1) inf8(A) ≥ 0 .

2.1. Basic properties

We return to the concept of thek-th global superstable manifold

Wk = {u ∈ I+ | lim sup
t→∞

‖ϕ(t, u)‖1/t ≤ e−λk } ,

and its boundary
Dk = Wk r Wk .

They are defined fork ≥ k0. If k0 = 1 then 0 is asymptotically stable, and Corollary A.11
implies thatW1 = A is the domain of attraction of 0 inE, which is an open connected
subset ofE. For Wk the first part of Theorem A.14 applies, in particularWk is an invariant
set. Moreover, by Theorem B.2e) also the second part of Theorem A.14 applies toWk, i.e.
it is an injectively immersed manifold. It is also clear thatWk+1 ⊂ Wk. We shall prove in
Theorem 2.4 thatDk+1 ⊂ Dk for everyk.

For k ≥ max{k0, 2} we choose someγ = γk ∈ (max{λk−1, 0}, λk) and consider the
local manifoldWk,loc in E given by Theorem A.12 for the connected component(λk−1, λk)

of R r σ(L). There are open neighborhoodsU± ⊆ E±
k of 0 andh ∈ C1(U+,U−) with

h(0) = 0, h′(0) = 0, such that

Wk,loc = {(u, h(u)) | u ∈ U+ } .
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Here we identifyE = E+
k ⊕ E−

k = E+
k × E−

k . If k = k0 = 1 then we setU+ := W1 and
h = 0. By Theorem A.14

(2.2) Wk = O−(Wk,loc) .

For rk > 0 small enough such thatBrk E+
k ⊆ U+, we set

Uk := {(u, h(u)) | u ∈ Urk E+
k }

Bk := {(u, h(u)) | u ∈ Brk E+
k }

Sk := {(u, h(u)) | u ∈ Srk E+
k } .

We chooserk according to the next lemma.

2.1 Lemma. If r k > 0 is small enough theninf8(Sk) > 0.

Proof. Let L± denote the restriction ofL = −1 − F to P±
k L2. Thenσ(L+) = σ+

k and

L1/2
+ is a well defined closed operator inP+

k L2 with domainE+
k = P+

k E. It is known (see

e.g. [3, Lemma I.1.1.2]) that then‖ · ‖ and|L1/2
+ · |2 are equivalent norms onE+

k . Foru ∈ E
denoteu± = P±

k u. If un → u in E and eachun is a linear combination of eigenfunctions of
L, then from

8′′(0)[un, un] = (Lun, un)

= (L+u+
n , u

+
n )+ (L−u−

n , u
−
n )

≥ |L1/2
+ u+

n |22 − max{|λ1|, |λk−1|}|u−
n |22

it follows that there are positive constantsC1,C2, independent ofu, such that

8′′(0)[u, u] ≥ C1‖u+‖2 − C2‖u−‖2 .

The claim follows fromh(0) = 0 andh′(0) = 0. �

2.2 Theorem. The k-th superstable manifold Wk is a differentiable submanifold of E with
codimensiondim E−

k .

Proof. We fix k andrk > 0 such that the conclusion of Lemma 2.1 holds. For6 ⊆ R
+
0 we

consider the set
Mk(6) :=

⋃

t∈6
ϕ−t (Wk,loc) .

For one-point sets6 = {t} we write Mk(t) := Mk({t}). Now we define

D̃k :=
⋂

t≥0

Wk r Mk([0, t ]) .

If u ∈ Wk, by Theorem A.12c) and (2.2) there ist ≥ 0 such thatϕ(t, u) ∈ Bk. We can
therefore defineτ : Wk → R

+
0 by

(2.3) τ(u) := min{t ≥ 0 | ϕ(t, u) ∈ Bk } .
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SinceWk,loc is locally negative invariant by Theorem A.12b),ϕ(τ(u), u) ∈ Sk for u ∈ Wk r

Bk. It follows from Lemma 2.1 that

(2.4) inf8(Wk r Bk) > 0 .

We claim that

(2.5) D̃k ∩ Wk = ∅ .

To show this, suppose we are givenu ∈ D̃k ∩ Wk. Then there are sequences(un) ⊆ Wk and
(tn) ⊆ R

+
0 with un → u andtn → ∞, such thatϕ(tn, un) ∈ Wk rWk,loc. From (2.4) it follows

that
δ := inf

n
8(ϕ(tn, un)) > 0 .

On the other hand there ist0 ≥ 0 such that8(ϕ(t0, u)) < δ. Hence8(ϕ(t0, un)) < δ for large
n, contradicting the definition ofδ sincetn → ∞. This proves (2.5).

From (2.2) it is clear that

(2.6) Wk =
⋃

t≥0

Mk([0, t ]) .

Setm := dim E−
k . The arguments in the proof of Theorem A.14 show thatMk([0, t ]) is an

m-codimensional submanifold ofE for all t ≥ 0. Now suppose thatu ∈ Wk. By (2.5) there
arer > 0 andt ≥ 0 such that

Ur (u) ∩ Wk = Ur (u) ∩ Mk([0, t ]) .

Sinceu ∈ Wk was arbitrary,Wk is anm-codimensional differentiable submanifold ofE. �

The next theorem contains several properties of superstable manifolds which are important
for our approach to the existence of equilibria in the boundaries of the superstable manifolds.
They are also of some independent interest. LetI denote the set ofu ∈ E such thatϕt(u)
exists for allt ∈ R andO(u) is bounded. Note thatα(u) 6= ∅ 6= ω(u) for u ∈ I due to
the compactness of the semiflow. Hereα(u) andω(u) denote theα- andω-limit sets ofu,
respectively. Now we define

K1 := {u ∈ K r {0} | ∃v ∈ I : u ∈ α(v), ω(v) = {0} } .

The setK1 consists of those nontrivial equilibria ofϕ that possess a (generalized) connecting
orbit to 0.

Before we state the theorem, we note a simple consequence of Theorems B.2 and A.3:

2.3 Lemma. Suppose that(F5) holds. ThenA ⊆ I+. Moreover, if M ⊆ A is precompact,
thenO+(M) is precompact.

2.4 Theorem. Consider k≥ k0. Then the following hold:
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a) Dk is closed in E, positive invariant with respect toϕ, andinf8(Dk) > 0. If k0 ≤ k ≤
k′, then Dk′ ⊆ Dk.

b) If (tn) ⊆ R
+
0 and(un) ⊆ Wk satisfy tn → ∞, un → u for some u∈ Ek, andϕ(tn, un) ∈

Sk for all n, then u∈ Dk.

c) Assume(F5). If Dk 6= ∅ then K1 ∩ Dk 6= ∅. More precisely, given u∈ Dk and a
sequence(un) ⊆ Wk with un → u as n→ ∞ we have:

K1 ∩ Dk ∩ O+({un}n) 6= ∅ .

d) If (F4) holds, then
⋂

k≥k0
Wk = {0}. If (F4) and (F5)hold, then

⋂
k≥k0

Dk = ∅.

Proof. We use the same notation as in the proof of Theorem 2.2. First we show that

(2.7) Dk ⊆ D̃k =
⋂

t≥0

Wk r Mk([0, t ]) .

Pick u ∈ Dk and a sequence(un) ⊆ Wk such thatun → u. It suffices to show that for
everyt ≥ 0 there isn0 such thatun /∈ Mk([0, t ]) for n ≥ n0. If this is not the case, we may
assume that(un) ⊆ Mk([0, t ]) for somet ≥ 0. For somet0 ≥ 0 by Theorem A.12c) we have
ϕ(t0,Mk([0, t ])) ⊆ Bk. Thereforeτ(un) ≤ t0 for all n whereτ(u) is as in (2.3). Hence we
may also assume thatτ(un) → t1 asn → ∞. Thenϕ(τ(un), un) → ϕ(t1, u) ∈ Bk. This
contradicts the choice ofu and thus (2.7) is proved. Implicitly we have also proved

(2.8) (u ∈ Dk, (un) ⊆ Wk, un → u in E) H⇒ τ(un) → ∞ .

a) FromD̃k ⊆ Wk, (2.5) and (2.7) we conclude that

(2.9) Dk = D̃k

and thatDk is closed inE. Moreover,Dk ⊆ Wk r Wk,loc ⊆ Wk r Bk and (2.4) yield

(2.10) inf8(Dk) > 0 .

It follows from the continuity ofϕ that Dk is positive invariant. Let us considerk0 ≤ k ≤
k′. In view of (2.10), and by positive invariance,Dk′ ∩ Wk = ∅. HenceDk′ ⊆ Dk.

b) In this situationu ∈ Wk. Assume thatu ∈ Wk. Thenϕ(t0, u) ∈ Uk for somet0 ≥ 0 and
thus we may assume thatϕ(t0, un) ∈ Uk for all n. By Theorem A.12c) there ist1 such that
ϕ([t1,∞), un) ⊆ Uk for all n, contradicting the properties of(un). Henceu ∈ Dk and b) is
shown.

c) Suppose that we are givenu ∈ Dk and(un) ⊆ Wk with un → u. We may assume that
un ∈ Wk r Bk so thatvn := ϕ(τ(un), un) ∈ Sk. By Lemma 2.3O+({un}n) is precompact
so vn → v ∈ Sk, possibly after passing to a subsequence. We fixt ≥ 0 and observe that
(2.8) impliesτ(un) ≥ t for n large. By compactness we may assume thatϕ(τ(un) − t, un)

converges to some
vt ∈ O+({un}n) .
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Now
ϕ(t, vt) = lim

n→∞
ϕ(t, ϕ(τ (un)− t, un)) = lim

n→∞
ϕ(τ(un), un) = v .

Moreover

ϕ(t, v) = lim
n→∞

ϕ(t, ϕ(τ (un), un)) = lim
n→∞

ϕ(τ(un)+ t, un) ∈ O+({un}n) .

Sincet ≥ 0 was arbitrary, these observations prove thatv ∈ I and

O(v) ⊆ O+({un}n) .

Henceα(v) 6= ∅, and fromω(v) = {0} it follows that

α(v) ⊆ Dk ∩ O+({un}n) .

This proves c).
d) If

u ∈
⋂

k≥k0

Wk r {0}

then limt→∞‖ϕ(t, u)‖1/t = 0, in contradiction with Lemma B.4b). Therefore

(2.11)
⋂

k≥k0

Wk = {0} .

Now suppose that
u ∈

⋂

k≥k0

Dk .

There areuk ∈ Wk such thatuk → u ask → ∞. The proof of c) yields an elementv ∈ Sk0 ∩I

with
v ∈

⋂

k≥k0

O+({un}n≥k) ⊆
⋂

k≥k0

Wk .

From a) it follows that
v ∈

⋂

k≥k0

Wk ,

contradicting (2.11). We conclude that

⋂

k≥k0

Dk = ∅

which together with (2.11) finishes the proof of d). �

2.5 Remark. From a technical viewpoint it is also interesting to consider the semiflow in
the spaceH1

q,0(�), the closure of the set ofC∞-functions with compact support in� in the
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Sobolev spaceH1
q (�) of order 1 and exponentq ≥ 2. This is done in Section B to prove

regularity results. One can also define

Wq,k := {u ∈ I+ ∩ H1
q,0(�) | lim sup

t→∞
‖ϕ(t, u)‖1/t

H1
q,0

≤ e−λk }

andDq,k := Wq,k r Wq,k for q ≥ 2 andk ≥ k0. It follows from Lemma B.4a) that then

(2.12) Wq,k = W2,k ∩ H1
q,0(�) .

Since by Theorem 2.2W2,k = Wk is a submanifold ofE of finite codimension, (2.12) and the
denseness of the embeddingH1

q,0(�) →֒ E imply that Wq,k is a submanifold ofH1
q,0(�) of

the same finite codimension. If 2≤ q′ ≤ q′′ then (2.12) and the continuity of the embedding
H1

q′′,0(�) →֒ H1
q′,0(�) imply

(2.13) Dq′′,k ⊆ Dq′,k ∩ H1
q′′,0(�) .

Moreover,Dq,k is closed inH1
q,0(�). To see this, assume the contrary. Then there areu ∈

Wq,k and(un) ⊆ Dq,k such thatun → u in H1
q,0(�) and hence also inE. By (2.13) with

q′ = 2 andq′′ = q, and by the closedness ofD2,k in E given in Theorem 2.4a),u /∈ W2,k.
This contradicts (2.12), and henceDq,k must be closed.

2.2. Nodal properties and comparison results

In this subsection in addition to (F1) and (F2) we assume (F4).

2.6 Theorem. No two distinct elements ofWk are comparable if k≥ 2, that is, u1 − u2

changes sign for u1, u2 ∈ Wk, u1 6= u2. In particular, every u∈ Wk r {0} changes sign.

Proof. Assume first that there areu1, u2 ∈ Wk with v0 := u1 − u2 > 0. By the comparison
principle Theorem B.2c)v(t) := ϕ(t, u1)−ϕ(t, u2) > 0 for all t ≥ 0. Hence by Lemma B.4b)
we can apply Corollary A.11 and obtain thatv(t)/‖v(t)‖ approaches the compact set

M := S1Ek1

for somek1 ≥ k. SinceEk1 is orthogonal toE1 in L2, and E1 ⊆ PE ∪ (−PE), every
function in Ek1 changes sign. Moreover,PE is closed, so that dist(M,PE ∪ (−PE)) > 0,
contradictingv(t)/‖v(t)‖ ∈ PE. Thereforev0 > 0 is not possible. For the general case,
assume thatu1, u2 ∈ Wk and v0 := u1 − u2 > 0. There are sequences(ui,n)n ⊆ Wk

(i = 1, 2) converging toui asn → ∞. Applying ϕt to this setting, with some smallt > 0,
by the comparison principle we may assume thatv0 lies inP0C1(�), and by invariance and
Theorem B.2a) thatui,n → ui in C1(�). Henceu1,n − u2,n > 0 for largen, which we have
shown to be impossible. �

As a corollary we obtain thatW2 is a graph.
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2.7 Theorem. If λ2 > 0 then the restriction of P+2 to W2 is a diffeomorphism onto an open
neighborhood U of0 in E+

2 . Stated differently, W2 is the graph of a C1-function U → E−
2 .

Proof. Theorem 2.6 implies that the restrictionP+
2 |W2 is injective. Since kerP+

2 = E−
2 =

E1 ⊆ PE ∪ (−PE) it remains to show that every nontrivial tangent vector ofW2 is a sign
changing function. Assume that we are givenu ∈ W2 and v0 ∈ TuW2 ∩ PE r {0}. Set
v(t) := Dϕt (u)v0. By Theorem A.14

lim sup
t→∞

‖v(t)‖1/t ≤ e−λ2 .

Repeating the arguments above we see that this cannot happen, i.e. every tangent vector is a
nodal function as claimed. �

2.8 Remark. In the special caseλ1 > 0, using the order structure, Poláčik [35] defined
W2 ∩ H1

q,0(�) and implicitly proved Theorem 2.7. HereH1
q,0(�) denotes the closure ofC∞-

functions with compact support in� in the Sobolev spaceH1
q (�) of order 1 with exponent

q > N.

We can obtain some information about the location of certainweak super- and subsolutions
of (E) relative toA. Denote byC2

0(�) the space of functions inC2(�) that vanish on∂�.
Define

S
+
reg := {u ∈ C2

0(�) | −1u(x) ≥ f (x, u(x)) for x ∈ � }
S

−
reg := {u ∈ C2

0(�) | −1u(x) ≤ f (x, u(x)) for x ∈ � }

and

S
± := S

±
reg

where the closure is taken inE. HenceS+
reg (S−

reg) is the set of regular supersolutions (sub-
solutions) for problem (E). The setS+ (S−) consists entirely of weak supersolutions (subso-
lutions) of (E), respectively. We do not know if the setsS± areexactlythe weak super- and
subsolutions of (E).

2.9 Theorem. Suppose that u1 ∈ A. If u2 ∈ S+ and u2 > u1, then u2 ≥ 0. Similarly, if
u2 ∈ S− and u2 < u1, then u2 ≤ 0.

Proof. We restrict our attention to the case thatu2 ∈ S− andu2 < u1. If u1 ∈ A then
0 ∈ u2+PE by Lemma B.3, which proves the claim in this particular situation. In the general
case, fixt ∈ (0, T+(u2)) and let(vn) ⊆ A be a sequence that converges tou1 in E. Then
wn := ϕt (vn) ∈ A converges toϕt (u1) in C1(�) and moreover,ϕt (u1)− ϕt (u2) ∈ P0C1(�).
Hence, forn large enough, we havewn > ϕt(u2) ≥ u2, again by Lemma B.3. Since we have
already handled this situation above, the proof is complete. �
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The last three theorems can be considerably improved ifN = 1, so� ⊂ R is an open
bounded interval. An important tool is the zero number whichwe recall here. For a continuous
functionh : � → R not vanishing everywhere, define thezero number z(h) ∈ N0 ∪ {∞} of h
to be the supremum of alln ∈ N0 such that there is a strictly increasing sequencex0 < x1 <

x2 < . . . < xn in � with

h(xi−1)h(xi ) < 0 for i = 1, . . . , n .

Since in one space dimensionE ⊆ C(�,R) we havez: E r {0} → N0 ∪ {∞}. For further
properties of the zero number we refer the reader to [5,9] andthe references therein.

2.10 Theorem. Suppose N= 1. Then z(u1 − u2) ≥ k − 1 for two distinct elements u1, u2 ∈
Wk. In particular, z(u) ≥ k − 1 for every u∈ Wk r {0}.
Proof. Fork ∈ N it is known that the zero numberz satisfies

(2.14)

{
z(u) ≤ k − 2 if k ≥ 2, u ∈ E−

k r {0}
z(u) ≥ k − 1 if u ∈ E+

k r {0} ;

cf. for example [37]. Moreoverz: E r {0} → N0 ∪ {∞} is lower semicontinuous. Consider
u1, u2 ∈ Wk with v0 := u1 − u2 6= 0. Definingv(t) := ϕ(t, u1)− ϕ(t, u2) as in the proof of
Theorem 2.6, it is known thatz(v(t)) decreases int . Hence using (2.14), similar arguments
as before show thatz(v0) ≥ k − 1. For the general case, we consideru1, u2 ∈ Wk with
v0 := u1 − u2 6= 0, and setT := min{T+(u1), T+(u2) } andv(t) := ϕ(t, u1) − ϕ(t, u2)

for t ∈ [0, T). For everyt0 ∈ (0, T) such that there existsx0 ∈ � with v(t)(x0) = 0 and
∂xv(t)(x0) = 0 we havez(v(t1)) > z(v(t2)), for 0 ≤ t1 < t0 < t2 < T ; cf. [5]. Since
z(v(t)) ∈ N0, there ist0 ∈ (0, T) such that for everyx ∈ � with v(t0)(x) = 0 we have
∂xv(t0)(x) 6= 0. Thus there exists a neighborhoodU of v(t0) in C1(�) so thatz is constant
on U . A similar approximation argument as in the proof of Theorem2.6 now shows that
z(v0) ≥ z(v(t0)) ≥ k − 1, proving the claim. �

2.11 Theorem. Suppose that N= 1. Then the restriction of P+k to Wk is a diffeomorphism
onto an open neighborhood U of0 in E+

k . Stated differently, Wk is the graph of a C1-function
U → E−

k .

Proof. As in the proof of Theorem 2.7 one can show that every nontrivial tangent vectorv
of Wk satisfiesz(v) ≥ k − 1. Hence the discussion above together with (2.14) gives Theo-
rem 2.11. �

2.12 Theorem. Suppose that N= 1, u1 ∈ A, u2 is a nontrivial solution of(E), and u1 6= u2.
Then z(u2) ≤ z(u2 − u1).

Proof. First consider the caseu1 ∈ A. For t ≥ 0

z(u2 − u1) ≥ z(ϕ(t, u2)− ϕ(t, u1)) = z(u2 − ϕ(t, u1)) .

Moreoverϕ(t, u1) → 0 in C1(�) ast → ∞. The arguments in the proof of Theorem 2.10
imply thatz is continuous inu2 with respect to theC1(�)-topology. Hencez(u2−u1) ≥ z(u2).
The general case ofu1 ∈ A follows by approximation as in the proof of Theorem 2.10.�
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3. Equilibria on the boundary of superstable manifolds

In this section we assume the hypotheses (F1)–(F5). Recall the setK1 of equilibria that lie in
theα-limit set of an orbit in the domain of attraction of 0. We denote by K +

1 the intersection
of K1 with the positive cone inE, and byK −

1 the intersection with the negative cone. Thus
K +

1 ∪ K −
1 consists of the signed equilibria in the boundary of the domain of attraction. The

set of nodal equilibria will be denoted byK ∗
1 := K1 r (K +

1 ∪ K −
1 ). By the strong maximum

principle, a signed equilibrium is either strictly positive or strictly negative in�.
The theorems in this section will be proved in Section 3.1. Webegin with the existence of

signed equilibria inK1.

3.1 Theorem. If λ1 > 0, then K+
1 6= ∅ and K−

1 6= ∅.

The existence of signed solutions of E is a consequence of thefamous mountain pass the-
orem of Ambrosetti and Rabinowitz [4]. Generically we expect the solutions in Theorem 3.1
to be of mountain pass type in the sense of Hofer [28].

Surprisingly, the existence of nodal solutions of E on a general domain without any sym-
metry is a recent result. We refer the reader to [6, 7, 12, 17].The first results on the existence
of signed and nodal solutions in the boundary of the domain ofattraction are due to Quit-
tner [37,38,40] who treated the caseλ1 > 0 where 0 is asymptotically stable.

3.2 Theorem. a) If λ2 > 0, then K∗
1 ∩ D2 6= ∅.

b) Assume(F6). If λ2 ≤ 0 and F(x, u) ≥ (λk0−1 + fu(x, 0))u2/2 for x ∈ � and u ∈ R,
then K∗

1 ∩ Dk0 6= ∅.

3.3 Remark. If (F3) holds witha4 = 0 and if λk0−1 < 0, then it is easy to see that the
additional condition in b) of the theorem above is satisfied.

The condition onF in Theorem 3.2b) implies that the energy satisfies8(u) ≤ 0 for
u ∈ E−

k0
. Using variational methods one can show that there exists a nodal equilibrium if

8(u) ≤ 0 for u ∈ E−
k0

near 0. This local linking condition is satisfied ifλk0−1 < 0, for
example. However, in that case we do not know whether there isa nodal equilibrium inDk0.

It is well known that there are infinitely many equilibria when f is odd inu (cf. [4]). The
existence of infinitely many nodal equilibria has been proved in [6] using variational methods.
We can now find these equilibria on the boundary of the superstable manifolds.

3.4 Theorem. Assume(F6). If f is odd in u, then8 is unbounded on K∗1∩Dk for every k≥ k0.
Stated differently, there exists a sequence of equilibria±uk ∈ K ∗

1 ∩ Dk with8(uk) → ∞ as
k → ∞.

More can be said in the case of space dimensionN = 1.

3.5 Theorem. If N = 1, � = (0, l ), there is a doubly infinite sequence(uk) ⊆ K1 (k ∈ Z,
|k| ≥ k0) such that uk ∈ D|k|rD|k|+1, z(uk) = |k|−1, sign∂xuk(0) = signk and8(uk) → ∞
as |k| → ∞.
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3.6 Remark. In view of K1 ⊆ ∂A, Theorems 2.9 and 2.12 are applicable to the solutions of
(E) we have constructed. This yields the following extremalproperty: Suppose thatu1 ∈ K1.
If u2 ∈ S+ andu2 > u1, thenu2 ≥ 0. Similarly, if u2 ∈ S− andu2 < u1, thenu2 ≤ 0. This
extremal property has also been proved for the solutions constructed in [6]. As a consequence
we note that two distinctu1, u2 ∈ K1 that are comparable must be signed with opposite sign.

In the case ofN = 1, in addition we can say the following: Ifu1 ∈ K1, and if u2 is a
nontrivial solution of (E) different fromu1, thenz(u2) ≤ z(u2 − u1).

3.7 Remark. a) In the one-dimensional case the existence of infinitely many solutions has
been proved by Struwe in [45] for more general boundary valueproblems. In addition
to the new dynamical information contained in Theorem 3.5 also the fact that one has
nodal solutions with preciselyk nodal domains for eachk ≥ k0 is not contained in
Struwe’s paper.

b) There are many results on nodal solutions in the radial setting, whenN ≥ 2. We refer
to the paper by Conti et al. [16] for references in this direction. There one also finds a
dynamic point of view based on the heat semiflow which is related to our approach. The
use of zero number techniques can yield more detailed information in this case than in
the nonradial case.

c) It follows from results in [32, 50] that in Theorem 3.5 the set K1 can be replaced by
K2 := {u ∈ K r {0} | ∃v ∈ I : α(v) = {u}, ω(v) = {0} }; see also the remarks
following the statement of [20, Prop. 1.1]. It seems to be an open problem whether
Theorem 3.1 holds withK2 instead ofK1. It was shown in [11] that generically inf all
equilibria are hyperbolic, hence isolated. If all equilibria are isolated then we have of
courseK1 = K2.

3.1. Proofs of the results about existence of equilibria

Condition (F3) ensures that8 satisfies the Palais-Smale condition, i.e. every sequence(un) ⊆
E such that8(un) is bounded above and8′(un) → 0 in E′ is precompact. HereE′ denotes
the dual ofE. As simple and well known consequence of (F3) and (2.1) we note without
proof:

3.8 Lemma. If Y is a finite dimensional subspace of E, then

lim
‖u‖→∞

u∈Y

8(u) = −∞ .

Moreover Y∩ A is bounded.

Proof of Theorem3.1. SinceW1 is an open neighborhood of 0 inE, by Lemma 3.8 the set
U := W1 ∩ E1 is a bounded open neighborhood of 0 inE1. It follows from the comparison
principle thatU is connected. Letu+, u− ∈ D1 denote the boundary points ofU , such that
±u± ∈ PE. Picku±

0 ∈ ω(u±). This is possible by Lemma 2.3. Then±u±
0 ∈ D1 ∩ K ∩ PE.

Now an argument as in the proof of Theorem 2.6 shows that thereis (un) ⊆ W1 ∩ PE
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converging tou+
0 . Moreover,O+({un}n) ⊆ PE by the maximum principle, andPE is closed.

Using this information and Theorem 2.4c) we findK +
1 6= ∅. The proof ofK −

1 6= ∅ is
similar. �

Proof of Theorem3.2a). By Theorems 2.4a), c) and 2.6 it suffices to show thatD2 6= ∅. From
Theorem 2.7 it follows that the restriction ofP+

2 to W2∩ E−
3 is a diffeomorphism onto an open

neighborhoodU of 0 in E2. If D2 = ∅ thenW2 is closed, and by Lemma 3.8W2 ∩ E−
3 is

compact. This contradicts the fact thatU is a nonempty open subset of a finite dimensional
space, finishing the proof. �

Proof of Theorem3.2b). As in the proof of Theorem 3.2a) it suffices to show thatDk0 6= ∅.
Let h : U+ → E−

k0
be theC1-map defined on a neighborhoodU+ of 0 in E+

k0
whose

graph isWk0,loc. Putr− := supu∈Br+ E+
k0

‖h(u)‖ wherer+ := rk0 is as in Lemma 2.1. Extend

h|Br+ E+
k0

by a continuous map̃h : E+
k0

→ Br− E−
k0

. Pick somew ∈ E+
k0

with ‖w‖ = 1 and set

Y := E−
k0

⊕ [w]. Here [w] denotes the linear hull of the set{w}. Using Lemma 3.8 choose
R > r+ + r− large enough such that8(u) ≤ 0 for u ∈ Y r URY. In view of the assumption
made we find foru ∈ E−

k0

8(u) = 1

2
(∇u,∇u)−

∫

�

F(x, u(x)) dx

≤ 1

2
(−1u, u)− 1

2

∫

�

(λk0−1 + fu(x, 0))u(x)
2 dx

= 1

2
(Lu, u)− 1

2
λk0−1|u|22

≤ 0

(3.1)

Define
M := {v + sw | v ∈ E−

k0
, ‖v + sw‖ ≤ R, s ≥ 0 }

and denote byM0 the boundary ofM in Y. By (3.1) and the choice ofR we have8(u) ≤ 0 for
u ∈ M0. We claim that ifψ : M → E is continuous andψ |M0 = id|M0, thenψ(M)∩Sk0 6= ∅.
To see this, consider the continuous mapκ : M → Y given by

κ(u) := P−
k0
ψ(u)− h̃(P+

k0
ψ(u))+ h̃(‖P+

k0
ψ(u)‖w)+ ‖P+

k0
ψ(u)‖w .

Clearlyκ|M0 = id|M0 so that by a degree argumentM ⊆ κ(M). Moreover‖r+w+h̃(r+w)‖ ≤
r+ + r− < R giving r+w+ h̃(r+w) ∈ M. Hence there isu ∈ M with κ(u) = r+w+ h̃(r+w).
It follows that‖P+

k0
ψ(u)‖ = r+ andP−

k0
ψ(u) = h̃(P+

k0
ψ(u)), thusψ(u) ∈ Sk0. The claim is

proved.
We need to construct a modification of the semiflowϕ as follows: Define

τ(u) := inf{t ∈ J(u) | 8(ϕ(t, u)) ≤ 0 } .

By (F6) T+(u) = ∞ if τ(u) = ∞. Therefore we can set fort ≥ 0

ϕ̃(t, u) :=
{
ϕ(t, u) t < τ(u)

ϕ(τ(u), u) t ≥ τ(u) .
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Thenϕ̃ is a global continuous semiflow onE. If 8(ϕ̃(t, u)) > 0 thent < T+(u) andϕ̃(t, u) =
ϕ(t, u). If 8(u) ≤ 0 thenϕ̃(t, u) = u for all t ≥ 0. Moreover,8 is a Lyapunov function for
ϕ̃.

Now suppose that(tn) ⊆ R
+
0 with tn → ∞ asn → ∞. The construction ofM and ϕ̃,

together with what we have proved above, shows that for eachn there isun ∈ ϕ̃−tn(Sk0) ∩ M.
It holds that8(ϕ̃(tn, un)) > 0 by Lemma 2.1. Thusϕ(tn, un) ∈ Sk0 for all n. SinceM is
compact we may assume thatun → u ∈ M. Using Theorem 2.4b) we conclude thatu ∈ Dk0

and finish the proof. �

Proof of Theorem3.4. First we show that

(3.2) K1 ∩ Dk 6= ∅ for k ≥ k0 .

Therefore, fixk ≥ k0 and letY be a finite dimensional subspace ofE with

(3.3) dimY > dim E−
k .

Let h : U+ → E−
k be theC1-map defined on a symmetric neighborhoodU+ of 0 in E+

k
whose graph isWk,loc. Put r− := supu∈Brk E+

k
‖h(u)‖ whererk is as in Lemma 2.1. Since

f is odd inu, h is an odd map also, andϕ is odd in its second argument. Extendh|Brk E+
k

by an odd continuous map̃h : E+
k → Br− E−

k . Fix R > rk + r− such that8(u) ≤ 0 for
u ∈ Y r URY. We claim that ifψ : BRY → E is odd and continuous, withψ |SRY = id|SRY,
thenψ(BRY) ∩ Sk 6= ∅. For a proof of this fact set

V := {u ∈ URY | ‖P+
k ψ(u)‖ < rk } = ψ−1(E−

k + Urk E+
k ) ∩ URY .

Then V is a symmetric, bounded and open neighborhood of 0 inY. Set6 := ∂YV , the
boundary ofV in Y. It is easy to see that

(3.4) ψ(6 ∩ URY) ⊆ E−
k + Srk E+

k .

Defineκ : 6 → E−
k by

κ(u) := P−
k ψ(u)− h̃(P+

k ψ(u)) .

Thenκ is odd and continuous. By virtue of (3.3) and the theorem of Borsuk-Ulam there is
u ∈ 6 with κ(u) = 0. If u ∈ SRY thenψ(u) = u and thusP−

k u = h̃(P+
k u) from κ(u) = 0.

Moreover‖P−
k u‖ ≤ r− by the choice of̃h, and‖P+

k u‖ ≤ rk by the definition of6. Hence
‖u‖ ≤ rk + r− < R, a contradiction. Thereforeu ∈ URY. By (3.4)‖P+

k ψ(u)‖ = rk, so that
together withκ(u) = 0 we findψ(u) ∈ Sk. The claim is proved.

As in the proof of Theorem 3.2b) it follows from (F6) and from what we have shown above
that Dk 6= ∅. This proves (3.2) in view of Theorem 2.4c).

Now if 8was bounded onK1∩ Dk1 for somek1 ≥ k0, thenK1 ∩ Dk1 would be compact as
a consequence of the Palais-Smale condition. Since everyDk is closed and sinceDk+1 ⊂ Dk,
from (3.2) it would follow that

⋂
k≥k0

Dk 6= ∅, contradicting Theorem 2.4d). The proof is
complete. �
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Proof of Theorem3.5. Recall the relations (2.14). Also recall that dimEk = 1 for all k ∈
N. The existence ofu±1 in the casek = k0 = 1 is covered by Theorem 3.1. Fix some
k ≥ max{k0, 2 } and denote byek an eigenfunction ofL for the eigenvalueλk such that
∂xek(0) > 0 and‖ek‖ = 1.

From Theorem 2.11 we deduce the existence of an open neighborhoodU of 0 in E+
k and

a C1-maph : U → E−
k , such thatWk is the graph ofh. For somer > 0 small enough, by

Theorem A.12c) the imageVloc of Ur E+
k under the mapu 7→ (u, h(u)) satisfiesO+(Vloc) ⊆

Bk. SinceWk+1 is the graph of aC1-function mapping an open neighborhood of 0 inE+
k+1 into

E−
k+1 and sinceDk+1 ∩ Wk = ∅, the setVloc r Wk+1 has exactly two connected components,

open inWk. The same holds true forUk r Wk+1. Denote the component ofVloc that contains
(εek, h(εek)) for smallε > 0 by V+

loc and the other one byV−
loc. If u ∈ V+

loc, thenϕ(t, u) stays
in one component ofUk rWk+1 and therefore never entersV−

loc. The same holds the other way
around. Now we defineV± := O−(V

±
loc). By the observation above{V+, V− } are invariant

nonempty disjoint (relatively) open subsets ofWk coveringWk r Wk+1.
By Corollary A.11, ifu ∈ Wk r Wk+1 then

τ(u) := lim
t→∞

ϕ(t, u)

‖ϕ(t, u)‖ ∈ S1Ek = {ek,−ek } .

Clearlyτ(u) = ±ek for u ∈ V±.
The setM = E−

k+1 ∩ Wk is a 1-dimensional submanifold ofE containing 0, andM ∩
Wk+1 = {0} by Theorem 2.10. Thus

(3.5) z(u) = k − 1

for u ∈ M r {0}. From Lemma 3.8 we deduce thatM is bounded, and it is a graph overEk in
E−

k+1. We find boundary pointsv± ∈ Dk of the connected component ofM containing 0 such

thatv± ∈ M ∩ V±.
In order to constructuk we now restrict our attention tov+. The construction ofu−k from

v− proceeds analogously. There is a sequence(vn) ⊆ M ∩ V+ converging tov+. By (3.5)
and Theorem 2.4c) there existsuk ∈ K1 ∩ Dk ∩ V+ with z(uk) = k − 1.

Next we show that∂xuk(0) > 0. Sinceuk solves (E) we have∂xuk(0) 6= 0. Consider a
sequence(wn) ⊆ V+ converging touk in C1. We may therefore assume that∂xwn(0) 6= 0 and
z(wn) = k − 1 for all n. For fixedn, the integer valued functiont 7→ z(ϕ(t, wn)) is constant
sincewn ∈ Wk. This implies that∂xϕ(t, wn)(0) cannot change sign ast → ∞.

Recall that sinceN = 1, with the notation of Section A.2 we may choose the densely
injected Banach couple(X0, X1) = (L2(�), H2(�) ∩ H1

0 (�)) to analyze the semiflow. Here
L := −1 ∈ H(X1, X0) and E = X1/2. Take someβ ∈ (3/4, 1), then Xβ →֒ C1(�).
Applying Corollary A.11c) we know that

ϕ(t, wn)

‖ϕ(t, wn)‖Xβ
→ τ(wn)

‖τ(wn)‖Xβ
= ek

‖ek‖Xβ
in Xβ ast → ∞.

Therefore∂xϕ(t, wn)(0) > 0 for large t and fixedn, and by the considerations above
∂xwn(0) > 0. This shows that∂xuk(0) > 0.
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Finally we prove that8(uk) → ∞ as|k| → ∞. Clearlyz is continuous onK r {0} in the
C1(�)-topology. Observe also that(uk) ⊆ Dk0, so that by 2.4a)(uk) is bounded away from
0. By Theorem B.2a) the topologies ofC1(�) and E coincide onK . If 8(uk) is bounded
for a subsequence of(uk), there is a subsequence converging inK as a consequence of the
Palais-Smale condition. The observations made above implyboundedness of the zero number
along this subsequence, contradictingz(uk) → ∞ as|k| → ∞. �

A. Abstract semilinear parabolic problems

In this appendix we prove various properties of the semiflow of abstract autonomous semilin-
ear parabolic problems. Some results are variations of essentially known results. These are
included for the convenience of the reader. In other cases weprove strengthened versions, and
we give proofs for folklore statements we did not find a reference for. We refer the reader
to [3, 18, 25] for general background. We also construct the superstable manifolds and prove
some basic properties which hold in a more general context.

We say that(X0, X1) is a densely injected Banach couple ifX0 andX1 are Banach spaces
and X1 is densely injected inX0. By H(X1, X0) we denote the set of thoseA ∈ L(X1, X0)

that are negative generators of a strongly continuous analytic semigroup onX0 if considered
as operators inX0 with domainX1.

Let [·, ·]α for α ∈ (0, 1) denote the complex interpolation functor of exponentα. By Xα
we denote either

• the fractional power space generated by the fractional powers of A + ω, where A ∈
H(X1, X0) satisfiesσ(A) ⊆ [Rez> −ω] for someω ∈ R

or

• the interpolation space [X0, X1]α.

The results presented here hold with either definition. For our application to the concrete
problem (P) there will be no difference, since thereA has bounded imaginary powers.

For convenience, ifα, β ∈ [0, 1], we use the notation‖·‖α := ‖·‖Xα and ‖·‖α,β :=
‖·‖L(Xα,Xβ).

A.1. Linear integral operators

Let (X0, X1) be a densely injected Banach couple. FixA ∈ H(X1, X0), α ∈ [0, 1). We write
U(t, s) := e−(t−s)A for s, t ∈ R, s ≤ t .

Since existence theory of semilinear equations is based on the variation-of-constants for-
mula, it is convenient to state some properties of corresponding integral operators. The next
lemma is a variant of [18, Lem. 5.5]. We emphasize the existence of bounds that are indepen-
dent of the length of the considered interval.

A.1 Lemma. Fix J := [t0, t1] with t0 < t1 and define an operator H by setting for g∈
L∞(J, X0):

H(g)(t) :=
∫ t

t0
U(t, s)g(s) ds
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if t ∈ J .

a) If 0 ≤ α ≤ β < 1 then

H ∈ L(L∞(J, X0),C
β−α(J, Xα)) .

b) If 0< γ ≤ 1 then
H ∈ L(Cγ (J, X0),C(J, X1)) .

In either case, ifσ(A) ⊆ [Rez> 0], the norm of H is bounded independently of the length of
J .

Proof. We prove this lemma assuming thatσ(A) ⊆ [Rez > 0] for simplicity. Without this
assumption the statements remain true, but the constants depend on the length ofJ.

Chooseω > 0 such thatσ(A) ⊆ [Rez> ω]. Set|J| := t1 − t0. For x < 1, y ≥ 0 define

κ(x, y) :=
∫ y

0
s−xe−ωs ds .

Thenκ is monotone increasing iny. Sinceω > 0, for all x ∈ [0, 1) andy ≥ 0

(A.1) κ(x, y) ≤ lim
r →∞

κ(x, r ) = Ŵ(1 − x)ωx−1 < ∞ .

a) Putγ := β − α, so that 0≤ γ < 1 − α. From [18, Prop. 6.8] it follows that

‖U(t, s)‖0,α ≤ C(α)e−(t−s)ω(t − s)−α

for s ≤ t , so that fort ∈ J:

(A.2)

∥∥∥∥
∫ t

t0
U(t, s)g(s) ds

∥∥∥∥
α

≤ C(α)‖g‖∞

∫ t

t0
(t − s)−αe−(t−s)ω ds

= C(α)‖g‖∞κ(α, t − t0)

≤ C(α)‖g‖∞

by (A.1).
It is sufficient to consider the caseα < β, so thatγ > 0. We follow the proof of [18,

Lem. 5.5]. First we remark that fors ∈ [t0, t1]

(A.3) U(·, s) ∈ Cγ ([s, t1],L(Xβ, Xα))

with Hölder norm bounded by a constant independent ofs, t0 and t1. This can be seen by
carefully inspecting the proof of [18, Lem. 5.3(b)] and using Theorem 6.6 and Proposition 6.8
loc. cit.

Let t0 ≤ r < t ≤ t1. Using Proposition 6.8loc. cit. and (A.3) we find fors ∈ [t0, r ):

‖U(t, s)− U(r, s)‖0,α ≤ ‖U(t, r )− U(r, r )‖β,α‖U(r, s)‖0,β

≤ C(α, β)(t − r )γ (r − s)−βe−(r −s)ω ,
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giving
∫ r

t0
‖U(t, s)− U(r, s)‖0,α ds ≤ C(α, β)(t − r )γ

∫ r

t0
(r − s)−βe−(r −s)ω ds

= C(α, β)(t − r )γ κ(β, r − t0)

≤ C(α, β)(t − r )γ

as above. Moreover
∫ t

r
‖U(t, s)‖0,α ds ≤ C(α)

∫ t

r
(t − s)−α ds = C(α)(t − r )1−α .

It follows that

‖H(g)(t)− H(g)(r )‖α =
∥∥∥∥
∫ r

t0
(U(t, s)− U(r, s))g(s) ds+

∫ t

r
U(t, s)g(s) ds

∥∥∥∥
α

≤ C(α, β)‖g‖∞
(
(t − r )γ + (t − r )1−α

)
.

For |t − r | ≤ 1 we thus have

‖H(g)(t)− H(g)(r )‖α ≤ 2C(α, β)‖g‖∞|t − r |γ

and for|t − r | ≥ 1 we have, using (A.2),

‖H(g)(t) − H(g)(r )‖α ≤ 2‖H(g)‖∞ ≤ 2‖H(g)‖∞|t − r |γ ≤ 2C(α, β)‖g‖∞|t − r |γ

which proves the claim.
b) We have

(A.4) H(g)(t) =
∫ t

t0
U(t, s)(g(s)− g(t)) ds+ (1 − U(t, t0))A

−1g(t)

since
d

ds
U(t, s)A−1g(t) = U(t, s)g(t) .

But A−1g : J → X1 is continuous andU(·, t0) : J → L(X1) is continuous with respect to
the strong operator topology (see [18, Def. 2.3]). Therefore the second term on the right hand
side of (A.4) is continuous as a map fromJ into X1.

Let T := t1 − t0 and set1T := {(t, s) | 0 ≤ s ≤ t ≤ T } and1̇T := {(t, s) | 0 ≤ s< t ≤
T }. Puta(t, s) := U(t, s)(g(s)− g(t)) for t, s ∈ J with s ≤ t , andb(t, s) := a(t + t0, s+ t0)
for (t, s) ∈ 1T . Thenb ∈ C(1̇T , X1) and

‖b(t, s)‖1 ≤ C‖g‖Cγ (J,X0)(t − s)γ−1

for (t, s) ∈ 1̇T by [18, Prop. 6.8]. Define

v(t) :=
∫ t

0
b(t, s) ds
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for t ∈ [0, T ]. Then [18, Lem. 5.8] gives usv ∈ C([0, T ], X1), and thus

∫ t

t0
a(t, s) ds = v(t − t0)

is continuous fromJ into X1. We have shown thatH(g) ∈ C(J, X1).
Lastly, from (A.4) and (A.1) we find, using Theorem 6.6 and Proposition 6.8 in [18],

‖H(g)(t)‖1 ≤
∫ t

t0
‖U(t, s)‖0,1‖g(s)− g(t)‖0 ds

+
(
1 + ‖U(t, t0)‖1,1

)
‖A−1‖0,1‖g(t)‖0

≤ C‖g‖Cγ (J,X0)

(∫ t

t0
(t − s)γ−1e−(t−s)ω ds+ 1

)

≤ C‖g‖Cγ (J,X0)(κ(1 − γ, t)+ 1)

≤ C(γ )‖g‖Cγ (J,X0) .

This finishes the proof. �

A.2 Corollary. Fix J := [t0, t1] with t0 < t1 and define an operator K by setting for x∈ X0

and g∈ L∞(J, X0):

K (x, g)(t) := U(t, t0)x +
∫ t

t0
U(t, s)g(s) ds

if t ∈ J .

a) If 0 ≤ α ≤ β < 1, then

K ∈ L(Xβ × L∞(J, X0),C
β−α(J, Xα)) .

b) If 0< γ ≤ 1 then
K ∈ L(X1 × Cγ (J, X0),C(J, X1)) .

In either case, ifσ(A) ⊆ [Rez> 0], the norm of K is bounded independently of the length of
J .

Proof. This follows easily from Lemma A.1 using Corollary 5.4 and Theorem 6.6 in [18]
together with (A.3). �

A.2. The parabolic semiflow

Suppose that(X0, X1) is a densely injected Banach couple. FixA ∈ H(X1, X0), α ∈ [0, 1)
and suppose moreover thatf : Xα → X0 is Lipschitz continuous, uniformly on bounded
subsets.
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Consider the Cauchy problem

(A.5)

{
u̇(t)+ Au(t) = f (u(t)) t > 0

u(0) = u0 u0 ∈ Xα .

A solutionof (A.5) is a functionu ∈ C(J, Xα) ∩ C1( J̇, X0) whereJ := [0, T), J̇ := (0, T),
for someT > 0, such thatu(t) ∈ X1 for all t ∈ J̇ and such thatu(0) = u0. A solution of
(A.5) always satisfies the variation-of-constants formula

(A.6) u(t) = U(t, t0)u(t0)+
∫ t

t0
U(t, s) f (u(s)) ds t0 ∈ J, t ∈ [t0, T).

A mild solutionof (A.5) is a functionu ∈ C(J, Xα) that satisfies (A.6).
We also need to consider a linearized form of this equation. If f ∈ C1(Xα, X0), J =

[0, T), andu ∈ C(J, Xα), consider the Cauchy problem

(A.7)

{
v̇(t)+ Av(t) = f ′(u(t))v(t) t > 0

v(0) = v0 v0 ∈ Xα .

It is easy to see, using the results from Section A.1, that foreveryv0 ∈ Xα there is a unique
mild solutionv(t) of (A.7), i.e.v ∈ C(J, Xα) satisfies

v(t) = U(t, t0)v(t0)+
∫ t

t0
U(t, s) f ′(u(s))v(s) ds t, t0 ∈ J, t0 ≤ t .

Moreover,v ∈ C( J̇, Xβ) for everyβ in [0, 1).

A.3 Theorem. For every u0 ∈ Xα there is a maximal T+(u0) ∈ (0,∞] such that setting
J := J(u0) := [0, T+(u0)) and J̇ := J r {0} the Cauchy problem(A.5) has a solution
u ∈ C(J, Xα) ∩ C1( J̇, X0) ∩ C( J̇, X1). These solutions induce a local continuous semiflow
ϕ on Xα. We set

D := {(t, u) ∈ R
+
0 × Xα | t ∈ J(u) }

andḊ := D r ({0} × Xα). For s ≥ 0 we also set

Ds := {u ∈ Xα | (s, u) ∈ D } .

Then we have the following additional properties:

a) If ‖ϕ(t, u)‖α is uniformly bounded on J(u) for some u∈ Xα, then T+(u) = ∞.

b) D is open in[0,∞)× Xα andDs is open in Xα for all s ≥ 0.

c) The map T+ : Xα → (0,∞] is lower semicontinuous.

d) ϕ : D → Xα is continuous, and locally Lipschitz continuous in its second argument.
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e) For everyβ ∈ (α, 1), ϕ : Ḋ → Xβ is continuous, and locally Lipschitz continuous in its
second argument.

f) If f ∈ C1(Xα, X0) uniformly on bounded subsets, thenϕ : D → Xα and ϕ : Ḋ →
Xβ are continuously differentiable in the second argument, for all β ∈ (α, 1). If u ∈
C(J, Xα) is a solution of(A.5) and v0 ∈ Xα, thenv(t) := Dϕt(u(0))v0 is the mild
solution of (A.7).

g) For fixed T∈ (0,∞] and V ⊆ T−1
+ ((T,∞) ∪ {∞}), and everyε ∈ [0, T) we put

M(ε) :=
⋃

t∈[ε,T)

ϕ(t, V) .

Then, if M(ε1) is bounded in Xα for someε1 ∈ (0, T), also M(ε2) is bounded in X1 for
all ε2 ∈ (ε1, T).

A.4 Remark. The local Lipschitz property d) is to be understood as follows: For every
(t0, x0) ∈ D there is a neighborhoodU of (t0, x0) in D and a constantC such that

‖ϕ(t, x)− ϕ(t, y)‖α ≤ C‖x − y‖α

for all (t, x), (t, y) ∈ U . A similar remark applies to e).

As a simple consequence of the preceding theorem we note:

A.5 Corollary. Assume that A has compact resolvent. If T and V are as in Theorem A.3g)
and M(ε1) is bounded in Xα for someε1 ∈ (0, T), then M(ε2) is precompact in Xβ for all
β ∈ [0, 1) andε2 ∈ (ε1, T). In this case we say thatϕ is acompactsemiflow.

If V is precompact in Xα and M(ε) is bounded in Xα for all ε ∈ (0, T), then M(0) is
precompact in Xα

Before giving a sketch of the proof of Theorem A.3, we prove a technical result, a special-
ized and strengthened version of [18, Lem. 16.7].

A.6 Lemma. For β ∈ [α, 1) and T, ρ > 0 there is a constant C= C(α, β, ρ, T) such that if
t ∈ (0, T ] and u, v ∈ C([0, t ], Xα) are mild solutions of(A.5) satisfying

sup
s∈[0,t ]

‖u(s)‖α, sup
s∈[0,t ]

‖v(s)‖α ≤ ρ ,

then
‖u(t)− v(t)‖β ≤ Ctα−β‖u(0)− v(0)‖α .

Proof. Let t, u, v be given and putw := u − v . For everyτ ∈ [0, t ] we estimate

(A.8)
‖w(τ)‖β ≤ ‖U(τ, 0)‖α,β‖w(0)‖α +

∫ τ

0
‖U(τ, s)‖0,β‖ f (u(s))− f (v(s))‖0 ds

≤ C(α, β)tα−β‖w(0)‖α + C(β, ρ)
∫ τ

0
(τ − s)−β‖w(s)‖α ds .
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Settingβ = α in this inequality and applying Gronwall’s lemma in the formof [18, Cor. 16.6]
(note that it’s conclusion also holds on subintervals with auniform constant) we find

‖w(s)‖α ≤ C(α, β, ρ, T)‖w(0)‖α

for s ∈ [0, t ]. Plugging this inequality into (A.8) withτ = t proves the lemma. �

Proof of TheoremA.3. The existence of a unique solution of (A.5) and of the associated semi-
flow with properties a)–c) and f) is proved in [18, Sects. 15,16]. d) is proved in a slightly
weaker form in [18, Thm. 16.8], but the proof is easily extended to yield our statement d).
Using Lemma A.6 above, e) can be proved exactly as d). The continuous differentiability of
ϕ in its second argument claimed in f) follows from results in [18, Sect. 18], together with
similar arguments as used in the proof of Lemma A.6.

We prove that a solutionu of (A.5) actually also lies inC( J̇, X1), as claimed in the first
statement of the theorem. Fix someε ∈ J̇. Thenu(ε) ∈ X1 and Corollary A.2a) gives
u ∈ Cβ−α([ε, T+(u0)), Xα) for β ∈ (α, 1). Therefore f (u(·)) as a map from [ε, T+(u0)) to
X0 is Hölder continuous and Corollary A.2b) givesu ∈ C([ε, T+(u0)), X1). Letting ε → 0
the claim follows.

g) Fix someT1 ∈ (ε2, T). We may assume thatσ(A) ⊆ [Rez> 0]. Otherwise addωu to
both sides of the differential equation in (A.5), where−ω < inf{Rez | z ∈ σ(A) }, and replace
f (u) by f (u)+ωu. As a consequence the norms below do not depend onT1. Fix someu0 ∈ V
and putu(t) := ϕ(t, u0) for t ∈ J(u0). Also choose some fixedε ∈ (ε1, ε2) andβ ∈ (α, 1).
Applying Lemma A.1a) yields thatu ∈ C([ε, T1], Xβ), and the norm is independent ofu0

becauseM(ε1) ⊂ Xα is bounded. Again by Lemma A.1a),u ∈ Cβ−α([ε, T1], Xα). Now
Lemma A.1b) givesu ∈ C([ε2, T1], X1) with a norm independent ofu0. Letting T1 → T
proves the claim. �

A.3. Asymptotics of perturbed linear equations

For our applications it is crucial to have exact knowledge ofthe convergence rate and the
direction of solutions converging to an equilibrium. Therefore we consider the original equa-
tion as a perturbation of the linearization at an equilibrium. The statement of our results is
mainly inspired by [14, Appendix B], but we have also proved atheorem for the case of con-
tinuous time dynamics. As the proof of [26, Thm. 2], which is the basis for these results, is
sketchy at a central point, for convenience of the reader we give some more detail (see the
proof of Theorem A.9). The proof of Theorem A.10 uses ideas from the proof of the corollary
to [26, Thm. 2]. Corollary A.11 is a strengthened version of some results in [14, Appendix B].

We start with a technical Lemma.

A.7 Lemma. Let (ρn) ⊂ R
+
0 ∪ {∞} and(κn) ⊂ R

+
0 be sequences withκn → 0 as n→ ∞,
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and let a, b > 0. Put

ρ̃n :=





bρn − κn(1 + ρn)

a + κn(1 + ρn)
if ρn < ∞

b − κn

κn
if ρn = ∞, κn > 0

∞ if ρn = ∞, κn = 0 .

a) It holds thatlim inf
n→∞

ρ̃n ≥ b
a lim inf

n→∞
ρn.

b) If b > a andρn+1 ≥ ρ̃n for all n ∈ N, then lim
n→∞

ρn exists and eitherlim
n→∞

ρn = 0 or

lim
n→∞

ρn = ∞.

Proof. a) In the case lim infn→∞ ρn = 0 the claim is trivially true. In the case
lim infn→∞ ρn > 0 it suffices to prove that if limn→∞ ρn ∈ R

+ ∪ {∞} exists, then

lim inf
n→∞

ρ̃n ≥ b

a
lim

n→∞
ρn .

For limn→∞ ρn = ∞ the definition ofρ̃n implies limn→∞ ρ̃n = ∞. If lim n→∞ ρn ∈ R
+ then

lim inf
n→∞

ρ̃n = lim inf
n→∞

b − κn(1 + 1/ρn)

a/ρn + κn(1 + 1/ρn)
= b

a
lim

n→∞
ρn .

b) Suppose that lim supn→∞ ρn > 0. There is a subsequence(ρnk) of (ρn) with
lim supn→∞ ρn = limk→∞ ρnk > 0. Applying a) to this subsequence we find

lim
k→∞

ρnk ≥ lim inf
k→∞

ρnk+1 ≥ lim inf
k→∞

ρ̃nk ≥ b

a
lim

k→∞
ρnk .

Hence lim supn→∞ ρn = ∞.
We finish the proof by showing that for everyC ≥ 0 there isn0 such that ifn ≥ n0 and

ρn ≥ C it follows thatρn+1 ≥ C. To see that this claims holds, assume thatρn ≥ C > 0.
Then

ρn+1 ≥ ρ̃n = b − κn(1 + 1/ρn)

a/ρn + κn(1 + 1/ρn)
≥ b − κn(1 + 1/C)

a/C + κn(1 + 1/C)
≥ C

if n is large enough. �

We also need the following facts which are easy to prove.

A.8 Lemma. Suppose(sn) and(tn) are sequences inR+ such that tn → ∞. For every a> 0
the following hold:

a) lim supn→∞ s1/tn
n ≤ a if and only iflimn→∞ snγ

−tn = 0 for all γ > a.

b) lim infn→∞ s1/tn
n ≥ a if and only iflimn→∞ snγ

−tn = ∞ for all γ ∈ (0, a).
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A.3.1. Discrete dynamics

Let X be a Banach space andT ∈ L(X). Define the compact set3 := {|λ| | λ ∈ σ(T) }.
Forγ ∈ R

+
0 r3 let P+(γ ), P−(γ ) denote the projections inX corresponding to the spectral

setsσ(T) ∩ [|z| < γ ] andσ(T) ∩ [|z| > γ ] respectively. The mapsγ 7→ P±(γ ) are locally
constant onR+

0 r3.

A.9 Theorem. Let (xn) ⊆ X r {0} be a sequence satisfying‖xn+1 − T xn‖ = o(‖xn‖) as
n → ∞, and let (a, b) be a bounded component ofR

+
r 3. Then one of the following

alternatives holds:

(i) For everyγ ∈ (a, b)

lim
n→∞

‖P−(γ )xn‖
‖P+(γ )xn‖

= lim
n→∞

‖xn‖γ−n = ∞

and lim inf
n→∞

‖xn‖1/n ≥ b.

(ii) For everyγ ∈ (a, b)

lim
n→∞

‖P−(γ )xn‖
‖P+(γ )xn‖

= lim
n→∞

‖xn‖γ−n = 0

and lim sup
n→∞

‖xn‖1/n ≤ a.

Moreover,
min3 ≤ lim inf

n→∞
‖xn‖1/n ≤ lim sup

n→∞
‖xn‖1/n ≤ max3 .

Proof. Fix γ ∈ (a, b), setX± := P±(γ )X andx± := P±(γ )x for x ∈ X. By choosing an
equivalent norm inX we may assume that

‖T x‖ ≥ b1‖x‖ x ∈ X−

‖T x‖ ≤ a1‖x‖ x ∈ X+

wherea < a1 < γ < b1 < b. Putyn := xn+1 − T xn andκn := ‖yn‖/‖xn‖ → 0 asn → ∞.
Fix C ≥ 0 such that‖P±(γ )‖ ≤ C. Then

x−
n+1 = T x−

n + y−
n

x+
n+1 = T x+

n + y+
n

so that

‖x−
n+1‖ ≥ b1‖x−

n ‖ − Cκn(‖x−
n ‖ + ‖x+

n ‖)
‖x+

n+1‖ ≤ a1‖x+
n ‖ + Cκn(‖x−

n ‖ + ‖x+
n ‖) .

(A.9)
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Define

ρn :=





‖x−
n ‖

‖x+
n ‖

if ‖x+
n ‖ > 0

∞ if ‖x+
n ‖ = 0 .

Then

ρn+1 ≥ ρ̃n :=





b1ρn − Cκn(1 + ρn)

a1 + Cκn(1 + ρn)
if ρn < ∞

b1 − Cκn

Cκn
if ρn = ∞, κn > 0

∞ if ρn = ∞, κn = 0

By Lemma A.7 eitherρn → ∞ or ρn → 0. In the first case, for largen

1

2
‖x−

n ‖ ≤ ‖xn‖ ≤ 2‖x−
n ‖ .

Together with (A.9) we findb2 ∈ (γ, b1) with ‖x−
n+1‖ ≥ b2‖x−

n ‖ for largen. With some large
n0 it follows that

‖xn‖γ−n ≥ 1

2
‖x−

n ‖γ−n ≥ 1

2
‖x−

n0
‖
(

b2

γ

)n−n0

γ−n0 → ∞

asn → ∞. In the case thatρn → 0, for largen

1

2
‖x+

n ‖ ≤ ‖xn‖ ≤ 2‖x+
n ‖ .

By (A.9) there isa2 ∈ (a1, γ )with ‖x+
n+1‖ ≤ a2‖x+

n ‖ for largen. Similarly as above it follows
that‖xn‖γ−n → 0 asn → ∞.

The alternative is independent ofγ ∈ (a, b) since P±(γ ) is independent. The other
statements follow easily from Lemma A.8 and the considerations above. �

A.3.2. Continuous time dynamics

In this section we study the behavior of the semiflowϕ given by (A.5) near an equilibrium
point via linearization. We suppose in addition to the hypotheses of Section A.2 thatf ∈
C1(Xα, X0) uniformly on bounded subsets andf (0) = 0.

SetL := A − f ′(0) andg(u) := f (u) − f ′(0)u for u ∈ Xα. Then for everyε > 0 there
is C(ε) ≥ 0 with

‖ f ′(0)u‖0 ≤ ‖ f ′(0)‖α,0‖u‖α ≤ ε‖u‖1 + C(ε)‖u‖0

for u ∈ X1, by interpolation inequalities and Young’s inequality. Hence by [3, Theo-
rem I.1.3.1]L ∈ H(X1, X0). The problem

(A.10)
u̇(t)+ Lu(t) = g(u(t)) t > 0

u(0) = u0 u0 ∈ Xα
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is equivalent with (A.5), and moreoverg′(0) = 0.
If u1, u2 ∈ C(R+

0 , Xα) are solutions of (A.10) withui (t) → 0 ast → ∞ (i = 1, 2),
defineB ∈ C(R+

0 ,L(Xα, X0)) by

(A.11) B(t) :=
∫ 1

0
g′(su1(t)+ (1 − s)u2(t)) ds .

Thenv := u1 − u2 is a solution of

(A.12) v̇(t)+ Lv(t) = B(t)v(t) .

Similarly, if u ∈ C(R+
0 , Xα) is a solution of (A.10) withu(t) → 0 ast → ∞, define

B ∈ C(R+
0 ,L(Xα, X0)) by

(A.13) B(t) := g′(u(t)) .

Thenv(t) := Dϕt(u(0))v0 is, for v0 ∈ Xα, a mild solution of (A.12) by Theorem A.3f). In
any case,‖B(t)‖α,0 → 0 ast → ∞.

In order to state the results about the asymptotic behavior we set

3 := {Reλ | λ ∈ σ(L) } .

SinceL is sectorial,3 is closed inR. Forγ ∈ Rr3 let P+(γ ), P−(γ ) denote the projections
in X0 corresponding to the spectral setsσ(L) ∩ [Rez > γ ] andσ(L) ∩ [Rez < γ ]. Clearly
the mapsγ 7→ P±(γ ) are locally constant onR r3.

Suppose now thatB ∈ C(R+
0 ,L(Xα, X0)) satisfies‖B(t)‖α,0 → 0 and thatv ∈

C(R+
0 , Xα) is a mild solution of (A.12) withv(t) 6= 0 for t ≥ 0. With arguments similar

to those in the proof of Lemma A.1 one can show thatv(t) ∈ Xβ for all β ∈ [0, 1) andt > 0.

A.10 Theorem. If (a, b) is a bounded component ofR r 3, then one of the following alter-
natives holds:

(i) For everyβ ∈ [0, 1), γ ∈ (a, b):

lim
t→∞

‖P−(γ )v(t)‖β
‖P+(γ )v(t)‖β

= lim
t→∞

‖v(t)‖βeγ t = ∞

and lim inf
t→∞

‖v(t)‖1/t
β ≥ e−a.

(ii) For everyβ ∈ [0, 1), γ ∈ (a, b):

lim
t→∞

‖P−(γ )v(t)‖β
‖P+(γ )v(t)‖β

= lim
t→∞

‖v(t)‖βeγ t = 0

and lim sup
t→∞

‖v(t)‖1/t
β ≤ e−b.
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Moreover,
e− sup3 ≤ lim inf

t→∞
‖v(t)‖1/t

β ≤ lim sup
t→∞

‖v(t)‖1/t
β ≤ e− min3

where e−∞ = 0 is to be understood.

Proof. Put P± := P±(γ ) for anyγ ∈ (a, b). Also setx± := P±x for x ∈ X0. Forr ≥ 0 and
t ∈ [0, 1] we defineBr (t) := B(r + t). By [14, Appendix A], for eachr ≥ 0 ands ∈ [0, 1)
the Cauchy problem

(A.14)

{
ẇ + Lw = Br (t)w s< t ≤ 1

w(s) = w0 w0 ∈ X0

has a mild solutionw ∈ C([s, 1], X0) ∩ L1((s, 1), Xα). For notational convenience we
introduce the corresponding “evolution operator”Ur (t, s) (0 ≤ s ≤ t ≤ 1) by defining
Ur (t, s)w0 := w(t) wherew is the mild solution of (A.14). Then

(A.15) Ur (t, s)v(r + s) = v(r + t) .

Put V(t, s) := e−L(t−s) for t ≥ s. By [14, Theorem A.1] there are constantsC0,C1 > 0
such that

(A.16) κβ(r ) := sup
t∈[0,1]

‖V(t, 0)− Ur (t, 0)‖β,β ≤ C0 sup
t∈[0,1]

‖Br (t)‖α,0

and

(A.17) ‖Ur (1, 0)‖β ′,β ≤ ‖V(1, 0)‖β ′,β + ‖V(1, 0)− Ur (1, 0)‖β ′,β ≤ C1

hold for allβ, β ′ ∈ [0, 1) andr ≥ 0. HereC0 andC1 depend onL, β, β ′, α, but not onr . It
follows thatκβ(r ) → 0 asr → ∞.

For n ∈ N0 andβ ∈ [0, 1) defineT, Tn ∈ L(Xβ) by T := V(1, 0) andTn := Un(1, 0), so
that

‖T − Tn‖β,β ≤ κβ(n) → 0

asn → ∞. As a consequence of (A.15) we have

v(n + 1) = Tnv(n) = Tv(n)+ (Tn − T)v(n) .

Moreover, the spectral mapping theorem [31, Cor. 2.3.7] yields

{|λ| | λ ∈ σ(T) } r {0} = {e−λ | λ ∈ 3 } .

For t ≥ 0 put

ρβ(t) :=





‖v−(t)‖β
‖v+(t)‖β

if v+(t) 6= 0

∞ if v+(t) = 0.

By Theorem A.9 exactly one of the following alternatives applies:
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(i′) For everyγ ∈ (a, b)

lim
n→∞

‖v(n)‖βeγ n = lim
n→∞

ρβ(n) = ∞

(ii ′) For everyγ ∈ (a, b)
lim

n→∞
‖v(n)‖βeγ n = lim

n→∞
ρβ(n) = 0

Suppose for someβ ∈ [0, 1) alternative (i′) above holds true. Then for everyβ ′ ∈ [0, 1),
(A.17) implies

‖v(n + 1)‖β = ‖Tnv(n)‖β ≤ ‖Tn‖β ′,β‖v(n)‖β ′ ≤ C1‖v(n)‖β ′

whereC1 is independent ofn. Thus

‖v(n)‖β ′eγ n ≥ 1

C1
‖v(n + 1)‖βeγ (n+1)e−γ → ∞

for all γ ∈ (a, b) asn → ∞, so that alternative (i′) holds forβ ′. If alternative (ii′) holds for
β, exchanging the rôles ofβ andβ ′ in the argument above, we see that (ii′) also holds forβ ′.
This shows that the validity of alternative (i′) or (ii′) is independent ofβ ∈ [0, 1).

Now fix anyβ ∈ [0, 1) andγ ∈ (a, b). There are constantsC2,C3 > 0 such that

(A.18)
‖V(s, 0)x‖β ≥ C2‖x‖β x ∈ P−Xβ

‖V(s, 0)x‖β ≤ C3‖x‖β x ∈ P+Xβ .

holds for alls ∈ [0, 1]. Fix C4 with ‖P±‖β,β ≤ C4. For everys ∈ [0, 1] and everyt ≥ 0 we
have from (A.15)

v−(t + s) = V(s, 0)v−(t)+ P−(Ut (s, 0)− V(s, 0))v(t)

v+(t + s) = V(s, 0)v+(t)+ P+(Ut (s, 0)− V(s, 0))v(t)

so that

‖v−(t + s)‖β ≥ C2‖v−(t)‖β − C4κβ(t)(‖v−(t)‖β + ‖v+(t)‖β)
‖v+(t + s)‖β ≤ C3‖v+(t)‖β + C4κβ(t)(‖v−(t)‖β + ‖v+(t)‖β) .

Setting

ρ̃(t) :=





C2ρβ(t)− C4κβ(t)(1 + ρβ(t))

C3 + C4κβ(t)(1 + ρβ(t))
if ρβ(t) < ∞

C2 − C4κβ(t)

C4κβ(t)
if ρβ(t) = ∞, κβ(t) > 0

∞ if ρβ(t) = ∞, κβ(t) = 0
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it follows that

(A.19) ρβ(t + s) ≥ ρ̃(t) for t ≥ 0, s ∈ [0, 1].

If ρβ(t) → 0 ast → ∞, alternative (ii′) holds. Fors ∈ [0, 1] andn ∈ N

‖v(n + s)‖β ≤ ‖V(s, 0)v(n)‖β + κβ(n)‖v(n)‖β ≤ C‖v(n)‖β

and therefore
‖v(t)‖βeγ t ≤ C‖v([t ])‖βeγ [t ]eγ (t−[t ]) → 0

ast → ∞. Sinceγ ∈ (a, b) is chosen arbitrarily, Lemma A.8 gives lim supt→∞‖v(t)‖1/t
β ≤

e−b.
Now suppose thatρβ(t) 6→ 0. There is a sequencetk → ∞ such that limk→∞ ρβ(tk) > 0.

By Lemma A.7 we have lim infk→∞ ρ̃(tk) > 0. From (A.19) we find a sequence(nk) ⊆ N

with limk→∞ ρβ(nk) > 0. Thus alternative (i′) must hold, i.e.ρβ(n) → ∞ asn → ∞. By
Lemma A.7 agaiñρ(n) → ∞ and by (A.19) againρβ(t) → ∞ ast → ∞.

We need to show the remaining statements about the asymptotics for alternative (i). For
n ∈ N ands ∈ [0, 1] we have with (A.15) and (A.18)

‖v(n + s)‖β ≥ C2‖v−(n)‖β − C3‖v+(n)‖β − κβ(n)‖v(n)‖β

=
(

C2ρβ(n)− C3

‖v(n)‖β/‖v+(n)‖β
− κβ(n)

)
‖v(n)‖β

≥
(

C2ρβ(n)− C3

ρβ(n)+ 1
− κβ(n)

)
‖v(n)‖β

≥ C2

2
‖v(n)‖β

for n large, sinceρβ(n) → ∞. Thus

‖v(t)‖βeγ t ≥ C2

2
‖v([t ])‖βeγ [t ]eγ (t−[t ]) → ∞

as t → ∞ since (i′) holds. Again,γ ∈ (a, b) was arbitrary, so that by Lemma A.8
lim inf t→∞‖v(t)‖1/t

β ≥ e−a.
The remaining assertions are simple consequences of the above considerations and of The-

orem A.9. �

We can now setχ(γ ) := limt→∞‖v(t)‖0eγ t for γ ∈ R r 3. Thenχ is locally con-
stant onR r 3 and nondecreasing. Moreover, for everyβ ∈ [0, 1) we haveχ(γ ) =
limt→∞‖v(t)‖βeγ t . If χ ≡ 0, then limt→∞‖v(t)‖1/t

β = 0 for all β ∈ [0, 1).

A.11 Corollary. Suppose thatχ 6≡ 0.

a) There isλ ∈ 3 such that
χ(γ ) = 0 if γ < λ

χ(γ ) = ∞ if γ > λ
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for all γ ∈ R r3. For thisλ the following hold:

b) If
λ ∈ (−∞, λ)r3 ∩ (λ,∞)r3 ,

thenlimt→∞‖v(t)‖1/t
β = e−λ for all β ∈ [0, 1).

c) For a, b ∈ R r 3 with a < λ < b set P∗ := P+(a) − P+(b). Note that P∗ is the
projection corresponding to the spectral setσ(L) ∩ [Rez ∈ (a, b)]. For β ∈ [0, 1)
define

S1,β := {x ∈ P∗Xβ | ‖x‖β = 1 } .
ThendistXβ (v(t)/‖v(t)‖β, S1,β) → 0 as t → ∞. Moreover, ifβ ′ ∈ [β, 1) and

v(t)/‖v(t)‖β ′ → v1 ∈ S1,β ′ = {x ∈ P∗Xβ ′ | ‖x‖β ′ = 1 }

in Xβ ′ , thenv(t)/‖v(t)‖β → v1/‖v1‖β in Xβ .

Proof. Statements a) and b) are obvious consequences of the properties of3 andχ . To prove
c), fix someβ ∈ [0, 1) and putQ∗ := I − P∗. By Theorem A.10 we have

‖P−(a)v(t)‖β
‖P+(a)v(t)‖β

→ 0 ,
‖P−(b)v(t)‖β
‖P+(b)v(t)‖β

→ ∞

ast → ∞. Thus

‖P−(a)v(t)‖β
‖v(t)‖β

≤ ‖P−(a)v(t)‖β
‖P+(a)v(t)‖β − ‖P−(a)v(t)‖β

→ 0

and
‖P+(b)v(t)‖β

‖v(t)‖β
≤ ‖P+(b)v(t)‖β

‖P−(b)v(t)‖β − ‖P+(b)v(t)‖β
→ 0

Therefore, from
v(t) = P−(a)v(t)+ P+(b)v(t)+ P∗v(t)

it follows that
‖P∗v(t)‖β
‖v(t)‖β

→ 1 and
‖Q∗v(t)‖β
‖v(t)‖β

→ 0 .

Now set

x(t) := P∗v(t)

‖v(t)‖β
and y(t) := Q∗v(t)

‖v(t)‖β
.

Thenx(t)/‖x(t)‖β ∈ S1,β and

∥∥∥∥
x(t)

‖x(t)‖β
− v(t)

‖v(t)‖β

∥∥∥∥
β

≤
∥∥∥∥

x(t)

‖x(t)‖β
− x(t)

∥∥∥∥
β

+ ‖y(t)‖β

=
∣∣1 − ‖x(t)‖β

∣∣ + ‖y(t)‖β → 0 .
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Hence

distXβ

(
v(t)

‖v(t)‖β
, S1,β

)
→ 0

ast → ∞.
To prove the last statement, suppose thatv(t)/‖v(t)‖β ′ → v1 ∈ S1,β ′ in Xβ ′ . This conver-

gence is also true inXβ . Hence‖v(t)‖β/‖v(t)‖β ′ → ‖v1‖β and

v(t)

‖v(t)‖β
= v(t)

‖v(t)‖β ′

‖v(t)‖β ′

‖v(t)‖β
→ v1

‖v1‖β

in Xβ ast → ∞. �

A.4. Superstable manifolds

In this section we construct submanifolds of the strong stable manifold of 0, if 0 is an equi-
librium point ofϕ. Therefore recall the situation from Section A.3.2. We suppose that(a, b)
with b > 0 is a bounded connected component ofR r 3. Fix γ ∈ (max{0, a}, b) and put
P± := P±(γ ) andX±

α := P±Xα. The next lemma is based on [9, Lem. 4.1]. We prove some
additional facts, in particular we give a classification of tangent vectors. We use the notions of
invariance introduced in Section 2 and also setI+ := T−1

+ (∞).

A.12 Theorem. There are M≥ 1 andρ, η > 0 such that defining

Wloc := {u ∈ I+ | ‖P+u‖α < η, sup
t≥0

‖ϕ(t, u)‖αeγ t ≤ ρ } ,

the following holds:

a) Wloc is a C1-submanifold of Xα such that T0Wloc = X+
α , and Wloc is C1-diffeomorphic

to UηX+
α under the restriction of P+ to Wloc.

b) Wloc is locally invariant with respect toϕ.

c) For every r> 0 there is t≥ 0 such thatϕ([t,∞),Wloc) ⊆ Wloc ∩ Ur Xα.

Consider u0 ∈ Wloc, u(t) := ϕ(t, u0), v0 ∈ Xα, andv(t) := Dϕt(u0)v0.

d) If v0 ∈ Tu0Wloc, the tangent space of Wloc at u0, thenv(t) ∈ Tu(t)Wloc for t ≥ 0 and

(A.20) sup
t≥0

‖v(t)‖αeγ t ≤ 2M‖P+v0‖α .

e) If
sup
t≥0

‖v(t)‖αeγ t < ∞ ,

thenv(t) ∈ Tu(t)Wloc for t ≥ 0 and (A.20) holds.
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Proof. Parts of this theorem have been proved in [9, Lem. 4.1]. For better reference we sketch
their arguments and show how they can be extended to prove ourclaims.

Let U±(t, s) := exp(−P±L(t − s)) denote the evolution operator generated by−P±L in
X±

0 . HereU+(t, s) is defined fort ≥ s, andU−(t, s) is defined fors, t ∈ R sinceP−L ∈
L(X−

0 ). Foru ∈ X0 we writeu± := P±u. For notational convenience we writeγ1 := γ , and
we pick someγ2 ∈ (γ1, b), β ∈ (max{0, a}, γ1) andδ ∈ (γ2, b).

There isM ≥ 1, depending only onL, β andδ, such that

‖U+(t, 0)‖α,α ≤ Me−δt t ≥ 0

‖U+(t, 0)‖0,α ≤ Mt−αe−δt t ≥ 0

‖U−(t, 0)‖0,α ≤ Me−βt t ≤ 0 .

These operator norms are to be understood for the respectiverestrictions toX±.
We introduce the Banach spaces

Vi := {v ∈ C([0,∞), Xα) | sup
t≥0

‖v(t)‖αeγi t < ∞ }

with norms‖v‖Vi := supt≥0‖v(t)‖αeγi t for i = 1, 2. If x ∈ X+
α andu ∈ L∞((0,∞), Xα)

defineFx(u) ∈ C([0,∞), Xα) by

Fx(u)(t) := U+(t, 0)x +
∫ t

0
U+(t, s)P+g(u(s)) ds−

∫ ∞

t
U−(t, s)P−g(u(s)) ds .

For i = 1, 2 it follows as in [9] that ifu ∈ Vi , thenu is a solution of (A.10) if and only if
Fx(u) = u with x = P+u0.

Put
k(ρ) := sup

u∈BρXα
‖g′(u)‖α,0 .

Thenk(ρ) → 0 asρ → 0. Also set

C := max
i=1,2

(
‖P+‖0,0

∫ ∞

0
t−αe(γi −δ)t dt + ‖P−‖0,0

∫ ∞

0
e(β−γi )t dt

)
.

Now we chooseρ > 0 small enough such thatk(ρ)MC ≤ 1/2. Estimates as in [9] show that
then for everyx ∈ Bρ/2M X+ andi = 1, 2 the mapFx : BρVi → BρVi is a contraction. The
arguments in [9] show that the sets

Wi := {u ∈ I+ | ‖P+u‖α < ρ/2M, sup
t≥0

‖ϕ(t, u)‖αeγi t ≤ ρ }

are C1-submanifolds ofXα, given as local graphs of mapsUρ/2M X+
α → X−

α , such that
T0Wi = X+

α . SinceW2 ⊆ W1 and theWi are graphs over the same base set, we actually
have

(A.21) W1 = W2 .
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We now chooseη ∈ (0, ρ/2M] small enough such thatWloc as defined in the statement of the
lemma satisfies

(A.22) Wloc ⊆ Uρ/2Xα .

Then a) holds true.
We have

(A.23) sup
s≥0

‖ϕ(s, u)‖αeγ1s ≤ ρ H⇒ ∀t ≥ 0: sup
s≥0

‖ϕ(s, ϕ(t, u))‖αeγ1s ≤ ρ

ThereforeWloc is locally positive invariant. To show local invariance fornegative times, sup-
pose we are givenu ∈ Wloc, (un) ⊆ Xα, un → u, tn ≥ 0, tn → 0, with ϕ(tn, un) → u and
ϕ(tn, un) ∈ Wloc. We need to show thatun ∈ Wloc for largen. Sinceu ∈ Wloc, for largen

(A.24) ‖u+
n ‖ < η .

Pick s0 > 0 such thateγ1s0 ≤ 2 andϕ([0, s0], u) ⊆ Uρ/2Xα. This is possible by (A.22). We
claim that for largen

(A.25) sup
s≥0

‖ϕ(s, un)‖αeγ1s ≤ ρ .

If this is not the case, extracting a subsequence we may assume that there exists(sn) ⊆ R
+
0

with

(A.26) ‖ϕ(sn, un)‖αeγ1sn > ρ .

Moreover, we may assume that either

(A.27) sn → s ∈ [0, s0]

or

(A.28) ∀n : sn ≥ s0 .

If (A.27) is the case, then

‖ϕ(sn, un)‖αeγ1sn → ‖ϕ(s, u)‖αeγ1s < ρ ,

contradicting (A.26). If (A.28) holds, in view of (A.21),ϕ(tn, un) ∈ Wloc, andtn → 0, we
find

‖ϕ(sn, un)‖αeγ1sn = ‖ϕ(sn − tn, ϕ(tn, un))‖αeγ1sn

≤ ρeγ2(−sn+tn)+γ1sn ≤ ρe(γ1−γ2)s0+γ2tn → ρe(γ1−γ2)s0 < ρ .

This also contradicts (A.26). Thus (A.25) holds for largen, and together with (A.24) it follows
thatun ∈ Wloc for largen.
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From these facts we conclude that ifu ∈ Wloc there isr > 0 such that ift > 0, v ∈ Xα
with ϕ([0, t ], v) ⊆ Br (u)Xα andϕ(t, v) ∈ Wloc, thenv ∈ Wloc. This proves local negative
invariance ofWloc and therefore b).

From the definition ofWloc it is clear thatϕ(t, u) → 0 uniformly in u ∈ Wloc. Together
with (A.23) property c) follows.

Fix u0 ∈ Wloc, put u(t) := ϕ(t, u0) for t ≥ 0, and putx := P+u0 ∈ UηX+
α . Let h be

the inverse of the restriction ofP+ to Wloc. Thenh(x) = u0. For y ∈ X+
α consider the map

Gy : V1 → V1 given by

Gy[v ](t) := U+(t, 0)y +
∫ t

0
U+(t, s)P+g′(u(s))v(s) ds

−
∫ ∞

t
U−(t, s)P−g′(u(s))v(s) ds .

By estimates similar to those proving thatFx : BρVi → BρVi is a contraction we find that

(A.29) ‖Gyv‖V1 ≤ M‖y‖α + Mk(ρ)C‖v‖V1 ≤ M‖y‖α + 1

2
‖v‖V1

and

(A.30) ‖Gy[v1 − v2]‖V1 ≤ Mk(ρ)C‖v1 − v2‖V1 ≤ 1

2
‖v1 − v2‖V1 .

ThereforeGy has a unique fixed pointvy ∈ V1 that satisfies‖vy‖V1 ≤ 2M‖y‖α.
Now v ∈ V1 satisfiesv(t) = Dϕt(u0)v(0) if and only if v is the unique fixed point

of Gv(0)+ . Moreover, ifv ∈ V1 is, for somey ∈ X+
α , the unique fixed point ofGy, then

v(0) = h′(x)y andv(t) ∈ Tu(t)Wloc for t ≥ 0. This follows from the sentence containing
Equation (4.6) in [9]. These observations prove d) and e). �

A.13 Remark. We have no reference for the local negative invariance ofWloc nor for the
(global) positive invariance ofWloc.

The proof of the fact thatO−(Wloc) is a manifold is usually based on [25, Thm. 6.1.9].
There are simple counterexamples though that render that theorem false as stated. A sufficient
condition onWloc in order to construct a global manifold has been proved in Theorem A.12c)
above, as we will show in the next theorem.

A.14 Theorem. Define the invariant set

W := {u ∈ I+ | lim sup
t→∞

‖ϕ(t, u)‖1/t
α ≤ e−b } .

Let Wloc be given by TheoremA.12. Then

W = O−(Wloc) .

Suppose in addition thatdim(X−
α ) < ∞ and that for every t≥ 0 and every u∈ Dt the

map Dϕt(u) ∈ L(Xα) has dense range. Then
⋃

s∈[0,t ]

ϕ−s(Wloc) ⊂ W
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is a submanifold of Xα for all t ≥ 0, and W is an injectively immersed C1-manifold with
T0W = X+

α . If u0 ∈ W,v0 ∈ Xα, andv(t) := Dϕt(u0)v0, thenv0 ∈ Tu0W if and only if

lim sup
t→∞

‖v(t)‖1/t
α ≤ e−b .

Proof. Let M, ρ, η andWloc be given by Theorem A.12. Put

W̃ := O−(Wloc) .

First suppose thatu0 ∈ W and putu(t) := ϕ(t, u0). Then

lim sup
t→∞

‖u(t)‖αeγ t = 0

by the definition ofW and Lemma A.8. Fort large enough we have

sup
s≥0

‖ϕ(s, u(t))‖αeγ s ≤ ρ

and‖P+u(t)‖α < η. Henceu(t) ∈ Wloc for t large andu0 ∈ W̃.
Now suppose thatu0 ∈ W̃ and putu(t) := ϕ(t, u0) again. Then

(A.31) lim sup
t→∞

‖u(t)‖αeγ t < ∞ .

Comparingu with the zero solution, from (A.31) and Theorem A.10 we conclude thatu0 ∈ W.
Suppose now that the statement about the denseness of the range holds. Putm :=

dim(X−
α ). For6 ⊆ R

+
0 let us denote

W(6) :=
⋃

t∈6
ϕ−t(Wloc) .

For one-point sets6 = {t} we write W(t) := W({t}). It is sufficient to show that for every
t ≥ 0 the setW([0, t ]) is anm-codimensional submanifold ofXα.

By A.12c) there isT ≥ 0 such thatϕ([T,∞),Wloc) ⊆ Wloc. Fix somet ≥ 0. For every
s ∈ [0, t ] we have

ϕ(t + T,W(s)) = ϕ(t − s + T, ϕ(s,W(s))) ⊆ ϕ(t − s + T,Wloc) ⊆ Wloc

sincet − s + T ≥ T . HenceW([0, t ]) ⊆ W(t + T). If u ∈ W([0, t ]), there iss ∈ [0, t ] with

u ∈ W(s) ⊆ W([0, t ]) ⊆ W(t + T) .

The arguments in the proof of [25, Thm 6.1.9] show that bothW(s) andW(t + T) arem-
codimensionalC1-submanifolds. Hence there isr > 0 such thatUr (u) ∩ W(s) = Ur (u) ∩
W(t + T). It follows that alsoUr (u) ∩ W([0, t ]) = Ur (u) ∩ W(t + T). Sinceu ∈ W([0, t ])
was arbitrary,W([0, t ]) is anm-codimensional submanifold ofXα. We have proved thatW
is an injectively immersed manifold of codimensionm. In this case the characterization of
tangent vectors follows from A.12 by similar arguments as inthe proof thatW̃ = W. �

A.15 Remark. Theorem A.10 shows that the construction of the superstablemanifolds is
essentially independent ofα. This means, using obvious notation, that ifα′ ∈ [α, 1), then
Wα′ = Xα′ ∩ Wα.

A characterization of tangent vectors similar to that givenin the preceding theorems was
also stated in [11, Lem. 4.b.1].
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A.5. Unique continuation

In this section let(X0, X1) be a densely injected couple of real Hilbert spaces and assume that
A ∈ H(X1, X0) is selfadjoint. Chooseω > − minσ(A) and setL := ω + A. Denote by
(Xα, Lα) for α ∈ [0, 1] the Banach scale generated by fractional powers ofL, endowed with
corresponding scalar products(·, ·)α and norms‖·‖α. DefineŴ : X1/2 r {0} → R by

Ŵ(u) :=
‖u‖2

1/2

‖u‖2
0

.

This function plays a key rôle in deriving the following unique continuation result which we
use in Appendix B. It is a variation of [15, Lem. 5.1] (see also[47, III.6] and [34]).

A.16 Lemma. Suppose that u∈ C([t0, t1), X1) ∩ C1((t0, t1), X0), some t0 ∈ R and t1 ∈
(t0,∞], satisfies u(t) 6= 0 for t ∈ [t0, t1). Moreover suppose that there is h∈ L2((t0, t1)) such
that

‖u̇(t)+ Au(t)‖0 ≤ h(t)‖u(t)‖1/2

for t ∈ (t0, t1). Then for t∈ [t0, t1) it holds that

(A.32) Ŵ(u(t)) ≤ Ŵ(u(t0))e
1
2‖h‖2

L2

and

(A.33) ‖u(t)‖0 ≥ C1‖u(t0)‖0e−C2(t−t0)

with constants

C1 := e
− 1

2‖h‖2
L2

C2 := −ω + 3

2
Ŵ(u(t0))e

1
2‖h‖2

L2 .

Proof. First we remark that forv ∈ X1

Ŵ(v) = (L1/2v, L1/2v)0

‖v‖2
0

= (Av, v)0
‖v‖2

0

+ ω .

Now putγ (t) := Ŵ(u(t)) for t ∈ [t0, t1) and f (t) := u̇(t)+ Au(t) for t ∈ (t0, t1). To simplify
notation we set|·| := ‖·‖0 and(·, ·) := (·, ·)0. The equality

(Au(t + s), u(t + s))− (Au(t), u(t))

= (Au(t + s), u(t + s)− u(t))+ (A(u(t + s)− u(t)), u(t))

= (A(u(t + s)+ u(t)), u(t + s)− u(t))

reveals thatt 7→ (Au(t), u(t)) is differentiable with

d

dt
(Au(t), u(t)) = 2(Au(t), u̇(t))
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for t ∈ (t0, t1). It follows from Cauchy-Schwarz’s inequality that

1

2
|u|4γ̇ = |u|2(Au, u̇)− (u, u̇)(Au, u)

= |u|2(Au, f − Au)+ (u, Au − f )(Au, u)

= −|u|2|Au − f/2|2 + (u, Au − f/2)2 + 1

4
|u|2| f |2 − 1

4
(u, f )2

≤ 1

4
|u|2| f |2

≤ 1

4
|u|2‖u‖2

1/2h2

and hence

γ̇ (t) ≤ 1

2
h2(t)γ (t)

for t ∈ (t0, t1). This proves (A.32).
Now we calculate using (A.32)

d

dt
log|u| = 1

2

d

dt
log|u|2 = (u, u̇)

|u|2 = (u, f − Au)

|u|2

= −γ + ω + (u, f )

|u|2
≥ −γ + ω − h

√
γ

≥ −3

2
γ + ω − 1

2
h2

≥ −3

2
γ (t0)e

1
2‖h‖2

L2 + ω − 1

2
h2

and (A.33) follows. �

B. The concrete realization

Let N ∈ N and� ⊆ R
N be a bounded domain withC∞-boundary. In all spaces of distribu-

tions on� we omit the set� from the symbol representing the space.
Define the linear boundary value problem(A,B) by

Au = −1u

Bu = γ∂u ,

whereγ∂ is restriction to∂�. Then(A,B) is normally elliptic [2, Ex. 4.3(e), Rem. 7.3].
Forq > 1 let6q := Z+1/q and denote byHs

q,B for s ∈ [−2, 2]r6q the Bessel potential
scale induced by(A,B) [2, §7]. Forα ∈ [−1,∞) denote by(Eq,α, Aq,α) the extrapolation-
interpolation scale generated by the realizationAq := Aq,0 ∈ L(H2

q,B, Lq) of (A,B) in
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Eq := Eq,0 := Lq, and the complex interpolation functor [·, ·]θ . By [2, Thm. 7.1] we then
have

(B.1) Eq,α = H2α
q,B for 2α ∈ [−2, 2] r6q.

It is known under these conditions thatAq has bounded imaginary powers, so that the scale
(Eq,α, Aq,α) is equivalent to the fractional power scale generated by(Eq, Aq) and possesses
the reiteration property. For results about bounded imaginary powers we refer the reader
to [36,44] and [2, Rem. 7.3].

For a function f : �× R → R denote byf̂ the superposition operator induced byf , i.e.
for u : � → R define f̂ (u) : � → R by f̂ (u)(x) := f (x, u(x)). It is standard to prove:

B.1 Lemma. If f satisfies(F1), then f̂ ∈ C1(Lr , Lr/(p−1)) uniformly on bounded subsets of
Lr , for all r ≥ p − 1. In fact, for u∈ Lr

‖D f̂ (u)‖L(Lr ,Lr/(p−1)) ≤ C(1 + |u|p−2
r ) .

The differential Df̂ (0) is given by(D f̂ (0)u)(x) := fu(x, 0)u(x).

In what follows we denote byF the linear operator that maps a functionu to the function
given byx 7→ fu(x, 0)u(x).

We consider problem (P) foru0 ∈ H1
q,B.

B.2 Theorem. Suppose that f satisfies(F1). For every q ≥ 2 there areκ(q) ∈ (−1, 0]
and α(q) ∈ [0, 1) such that setting Xq,0 := Hκ(q)

q,B , Xq,1 := Hκ(q)+2
q,B , and Xq,α(q) :=

[Xq,0, Xq,1]α(q), we have Xq,α(q) = H1
q,B, and f̂ ∈ C1(Xq,α(q), Xq,0) uniformly on bounded

subsets. Moreover, denoting by A the corresponding realization of (A,B) in Xq,0, A ∈
H(Xq,1, Xq,0).

For fixed q, the abstract Cauchy problem

(B.2)

{
u̇(t)+ Au(t) = f̂ (u(t)) t > 0

u(0) = u0 u0 ∈ Xq,α(q)

generates a compact continuous semiflowϕ on a domainD ⊆ R
+
0 ×Xq,α(q) with the properties

listed in TheoremA.3. Let T+ : Xq,α(q) → (0,∞] denote the maximal existence time. Thenϕ

has the following additional properties:

a) ϕ : Ḋ → C1(�) is continuous, and it is continuously differentiable in itssecond argu-
ment.

b) For fixed T ∈ (0,∞], V ⊆ T−1
+ ((T,∞]), and ε ∈ [0, T) define M(ε) as in Theo-

remA.3g). If M(ε1) is bounded in Xq,α(q) for someε1 ∈ (0, T), then M(ε2) is bounded
in H2

r,B and precompact in C1(�) for all ε2 ∈ (ε1, T) and r ≥ 2.

c) If t > 0, u, v ∈ Dt and u− v ∈ PXq,α(q) r {0}, thenϕ(t, u)− ϕ(t, v) lies inP0C1(�).
Similarly, if t > 0, u ∈ Dt , v ∈ PXq,α(q) r {0}, then Dϕt (u)v lies inP0C1(�).
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d) For every t≥ 0 and every u∈ Dt , ϕt and Dϕt(u) are injective.

e) For every t≥ 0 and every u∈ Dt , Dϕt(u) ∈ L(Xq,α(q)) has dense range.

f) If f satisfies(F2), the spectra and eigenspaces of the operators A− D f̂ (0) in Xq,0 and
−1− F in L2 coincide.

Proof. We start by exhibiting the scaleXq,γ .
CASE 1: 2 ≤ q < N(p − 2)/(p − 1). First observe that we have

(B.3) p < 2∗ = 2N

N − 2
≤ 2N

N − q
.

Also, from N > 2 we findq ≥ 2> N/(N − 1) and therefore, using (B.3):

(B.4)
q N

(p − 1)(N − q)
>

q N

N + q
> 1 .

Now set

r := q N

N − q
and θ := N

(
1

q
− p − 1

r

)

From the assumption onq and (B.3) we find

(B.5) 0> θ > −1 .

Choose

κ(q) ∈
[−1 + θ

2
, θ

]
r6q ⊆ (−1, 0)r6q

so that

(B.6) κ(q)+ 1 ≥ θ + 1

2
> 0 .

Now we have from the definition ofr andθ , using (B.3) and (B.4):

1>
1

q
>

1

r
> 0 , 1 − N

q
≥ 0 − N

r

and

1>
p − 1

r
≥ 1

q
> 0 , 0 − N(p − 1)

r
= θ − N

q
≥ κ(q)− N

q
.

From [2, Eq. (5.9)] it follows that

(B.7) H1
q →֒ Lr

f̂→ Lr/(p−1) →֒ Hκ(q)
q = Hκ(q)

q,B .
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The last equality is a consequence of [2, Eq. (7.4)]. Forγ ∈ [0, 1] put Xq,γ := Eq,γ+κ(q)/2
and set

α(q) := 1 − κ(q)

2
∈ (1/2, 1) .

Then by (B.1)
Xq,0 = Hκ(q)

q,B , Xq,α(q) = H1
q,B, Xq,1 = Hκ(q)+2

q,B ,

and by the characterization of the spacesEq,γ given in [2, Sect. 7], together with (B.7) and
Lemma B.1, f̂ ∈ C1(Xq,α(q), Xq,0) uniformly on bounded sets.

CASE 2: N(p − 2)/(p − 1) ≤ q. Settingr := q(p − 1) andκ(q) := 0, it follows that

1>
1

q
>

1

r
> 0 , 1 − N

q
≥ 0 − N

r
.

Again from [2, Eq. (5.9)]

H1
q →֒ Lr

f̂→ Lq .

Forγ ∈ [0, 1] put Xq,γ := Eq,γ and setα(q) := 1/2. Then by (B.1)

Xq,0 = Lq, Xq,α(q) = H1
q,B, Xq,1 = H2

q,B

and f̂ ∈ C1(Xq,α(q), Xq,0) uniformly on bounded sets.
In any case, by the reiteration property for the scale(Eq,γ , Aq,γ ) we have thatXq,γ =

[Xq,0, Xq,1]γ for γ ∈ (0, 1). Moreover,Aq,κ(q)/2 is the realization (in the sense of [3, p. 7])
of Aq,−1 in Xq,0. Consider the abstract initial value problem

(B.8)

{
u̇(t)+ Aq,κ(q)/2u(t) = f̂ (u(t)) t > 0

u(0) = u0 u0 ∈ Xq,α(q) .

By the standard theory outlined in Appendix A, (B.8) generates a compact continuous semi-
flow on Xq,α(q) with the properties listed in Theorem A.3.

For the remaining properties of the semiflow, we need to show howϕ regularizes. In order
to establish an appropriate bootstrapping argument, define

q̄(q) :=





2q N

2N − (κ(q)+ 1)q
2 ≤ q < N(p − 2)/(p − 1)

2q N

2N − q
N(p − 2)/(p − 1) ≤ q < 2N

2q 2N ≤ q .

We claim that

(B.9) inf
q≥2
(q̄(q)− q) > 0 .
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We will show this fact separately on each of the intervalsI1 := [2, N(p − 2)/(p − 1)),
I2 := [N(p − 2)/(p − 1), 2N), andI3 := [2N,∞). Forq ∈ I1 we have in view of (B.6)

q̄(q)− q ≥ 4q N

2N + p(N − q)
− q = q

(
2N − p(N − q)

2N + p(N − q)

)
.

The last term is continuous, positive and increasing inq on I1 by (B.3). Hence it is bounded
away from 0. Ifq ∈ I2 then

q̄(q)− q = q2

2N − q

is continuous, positive and increasing inq on I2, hence bounded away from 0. OnI3 the
assertion is obvious. Thus we have proved (B.9).

Now we chooseβ(q) ∈ R with

2β(q)+ κ(q) ∈
[

3 + κ(q)

2
, 2 + κ(q)

)
r6q .

It follows that

β(q) ∈
[

1 + α(q)

2
, 1

)
⊆ (α(q), 1) .

Moreover

1 − (2β(q)+ κ(q))+ N

q
≤ 1 − 3 + κ(q)

2
+ N

q
≤ N

q̄(q)

holds forq ≥ 2, so that finally

1>
1

q
>

1

q̄(q)
> 0 , 2β(q)+ κ(q)− N

q
≥ 1 − N

q̄(q)
.

As a consequence of [2, Eq. (5.9)] and (B.1), this yields

Xq,β(q) = H2β(q)+κ(q)
q,B →֒ H1

q̄(q),B = Xq̄(q),ᾱ(q) .

Here for convenience we set
ᾱ(q) := α(q̄(q)) .

We have the following commuting diagram of natural embeddings:

(B.10) Xq̄(q),ᾱ(q)

Xq,β(q) Xq,α(q)

Moreover, from uniqueness it is clear that an orbit startingat u ∈ Xq,α(q) coincides with the
orbit in Xq′,α(q′) for q′ ∈ [2, q].

a) Now we fix someq ≥ 2 and letD denote the domain ofϕ in Xq,α(q). Consider an
orbit ϕ(t, u0) starting at someu0 ∈ Xq,α(q), with existence intervalJ. From Theorem A.3e)
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and (B.10) we know thatu ∈ C( J̇, Xq,β(q)) ⊆ C( J̇, Xq̄(q),ᾱ(q)). Repeating this argument, by
(B.9) we see thatu ∈ C( J̇, Xr,β(r )) for all r ≥ 2.

We claim thatϕ : Ḋ → Xr,β(r ) is continuous, and continuously differentiable in the second
argument, for allr ≥ 2. In view of Theorem A.3d) and of (B.10) it suffices to show this for
fixed r ≥ q under the condition thatϕ : Ḋ → Xr,α(r ) has these properties. Therefore, fix
(t0, u0) ∈ Ḋ and also fixt1 ∈ (0, t0). Let V denote an open neighborhood ofϕ(t1, u0) in
Xr,α(r ) such that the restriction ofϕt0−t1 to V is continuously differentiable as a map into
Xr,β(r ). This is possible by Theorem A.3f). LetU denote an open neighborhood of(t1, u0) in
Ḋ such thatϕ(U) ⊆ V and such thatϕ is continuously differentiable in the second argument
onU . This is possible since we assume thatϕ : Ḋ → Xr,α(r ) is continuous, and continuously
differentiable in the second argument. Put

W := {(t, u) ∈ R
+
0 × Xq,α(q) | (t − t0 + t1, u) ∈ U } .

ThenW is an open neighborhood of(t0, u0) in Ḋ and

ϕ(t, u) = ϕ(t0 − t1, ϕ(t − t0 + t1, u))

for all (t, u) ∈ W. From this it is clear thatϕ : W → Xr,β(r ) is continuous, and continuously
differentiable in the second argument. Since(t0, u0) ∈ Ḋ was arbitrary, this proves the claim.
Choosingr large enough such thatXr,β(r ) ⊆ C1(�) we have proved a).

b) The statement on boundedness and compactness follows from Theorem A.3g) by the
bootstrapping procedure outlined above, and by the compactness of the embeddings (B.10).

c) The comparison principle is proved in a standard way, see e.g. [18]. Note that due to our
weak regularity assumptions on the coefficients of (P) some approximation arguments have to
be used in order to apply the results from [18].

d) To show backward uniqueness, assume that for somet0 > 0 andu0, v0 ∈ Dt0 with
u0 6= v0 we haveϕ(t0, u0) = ϕ(t0, v0). Let u, v denote the orbits starting inu0, v0. Going
forward in time a small amount we may assume that

u, v ∈ C([0, t0],C1(�)) ∩ C([0, t0], H2
2,B) ∩ C1([0, t0], L2) .

We may also assume thatt0 is the first time such thatu(t0) = v(t0). Sinceu, v are bounded in
C(�), there isM ≥ 0 such that

g(t) := f̂ (u(t))− f̂ (v(t))

satisfies
‖g(t)‖L2 ≤ M‖u(t)− v(t)‖L2

for t ∈ [0, t0]. This follows from (F1). Settingw := u − v ,w is a solution of

ẇ(t)+ Aw(t) = g(t) ,

whereA is the realization of−1 in L2. Now Lemma A.16 yields thatw(t0) 6= 0, a contradic-
tion. The proof of injectivity ofDϕt(u) is similar. This proves d).
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Property e), i.e. thatDϕt (u) has dense range in this setting, is proved in [1]. Forq > N and
under stronger assumptions onf this has also been considered in [25, Ex., p. 209], although
the proof seems to be incomplete.

f) For q ≥ 2 defineBq,0 := Aq,0 −F . Note thatF ∈ L(Lq), since by (F1)fu(·, 0) ∈ L∞.
As we have shown in Appendix A.3.2,Bq,0 ∈ H(Eq,1, Eq,0). From the definition of the
adjoint of a densely defined closed operator it easily follows that dom(B′

q,0) = dom(A′
q,0),

considered as operators inC(Eq,0). Therefore, by [3, Thm. V.2.1.3],Bq,0 is closable inEq,−1.
We denote its closure byBq,−1. Moreover,Bq,−1 ∈ H(Eq,0, Eq,−1). We can define forα ∈
[−1, 0] the realizationBq,α of Bq,−1 in Eq,α. Thenσ(Bq,α) is independent ofα ∈ [−1, 0].
Again Bq,α ∈ H(Eq,α+1, Eq,α).

Recall that ifX is a Banach space,A ∈ C(X), ρ(A) 6= ∅, D(A) is dom(A) equipped with
the graph norm, then every dense subset ofD(A) is a core forA (see [29, III.6.1, Problem
6.3]). Since the scale(Eq,α)α is densely embedded,Eq,1 = H2

q,B is a core forAq,α andBq,α.
We have definedXq,0 = Eq,κ(q)/2, Xq,1 = Eq,1+κ(q)/2, and Xq,α(q) = Eq,1/2, so that

f̂ ∈ C1(Xq,α(q), Xq,0). As before,

B̃q := Aq,κ(q)/2 − D f̂ (0) ∈ H(Eq,1+κ(q)/2, Eq,κ(q)/2) ,

and B̃q coincides withBq,0 on Eq,1 by Lemma B.1. By the same reasoning as above,Eq,1

is a core forB̃q. HenceB̃q = Bq,κ(q)/2. It is easy to see that the eigenspaces ofBq,α are
independent ofα ∈ [−1, 0]. This follows from the properties of Banach scales.

To prove that the spectral properties are independent ofq ≥ 2, recall that we have embed-
dings Eq,1 →֒ E2,1. Thus all eigenvectors ofBq,0 are also eigenvectors ofB2,0. In view of
the bootstrapping procedure outlined above, and of the independence ofα, every eigenvector
of B2,0 is also an eigenvector ofBq,0 for q ≥ 2. Together these observations prove f). �

One can extract some more information from the comparison principle regarding the in-
variance of certain cones under the semiflow. Recall the definition of S± andS±

reg given in
Section 2.2.

B.3 Lemma. Let f satisfy(F1). Then for u∈ S+ the set u−PH1
2,B is positive invariant with

respect toϕ, and for u∈ S− the set u+ PH1
2,B is positive invariant.

Proof. If u ∈ S−
reg andv ∈ C2

0(�) satisfiesv ≥ u, the map(t, x) 7→ u(x) is a subsolution
for the parabolic problem (P). From the comparison principle we obtain thatϕ(t, v) ≥ u for
all t ∈ J(v). For the general case, we consideru ∈ S−, and suppose thatv ∈ H1

2,B satisfies

v ≥ u. Choose sequences(un) ⊆ S−
reg and(wn) ⊆ C2

0(�) with wn ≥ 0 such thatun → u and

wn → v − u in H1
2,B. Setvn := un + wn so thatvn ≥ un for all n. The continuity ofϕ and

the invariance in the regular case proved above then yields

ϕ(t, v)− u = lim
n→∞

(ϕ(t, vn)− un) ≥ 0

for all t ∈ J(v). The proof for supersolutions proceeds analogously. �
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Let f satisfy (F1) and (F2), and consider the semiflowϕ given by Theorem B.2. Suppose
thatu0, u1, u2 are orbits ofϕ existing for allt ≥ 0 such thatui (t) → 0 in X2,α(2) = H1

2,B as

t → ∞, i = 0, 1, 2. Due to Theorem A.3e) and Theorem B.2a),ui (t) → 0 in C1(�) and in
Xq,γ for all q ≥ 2 andγ ∈ [0, 1). Set

(i) v(t) := Dϕt(u0(0))v0 for somev0 ∈ X2,α(2) or

(ii) v(t) := u1(t)− u2(t).

Moreover, suppose thatv(0) 6= 0. By Theorem B.2d),v(t) 6= 0 for t ≥ 0.
In our setting the linearization−1−F has compact resolvent so that by Corollary A.11b)

limt→∞‖ui (t)‖1/t
X2,α(2)

and limt→∞‖v(t)‖1/t
Xq,γ

exist for all q ≥ 2 andγ ∈ [0, 1). Moreover,

limt→∞‖ui (t)‖1/t
X2,α(2)

≤ 1 for i = 1, 2, 3.

B.4 Lemma. Set a:= limt→∞‖v(t)‖1/t
X2,α(2)

∈ R
+
0 .

a) If v(t) is as above, then for every q≥ 2 and everyγ ∈ [0, 1)

lim
t→∞

‖v(t)‖1/t
C1(�)

= lim
t→∞

‖v(t)‖1/t
Xq,γ

= a .

b) Suppose that in addition(F4)holds. Iflimt→∞‖u0(t)‖1/t
X2,α(2)

< 1 in case(i), respectively

limt→∞‖ui (t)‖1/t
X2,α(2)

< 1 for i = 1 or i = 2 in case(ii) , then a> 0.

Proof. a) From Corollary A.11b) we know that

lim
t→∞

‖v(t)‖X2,γ = a

for γ ∈ [0, 1). In view of (B.10) there are constantsC1,C2 ≥ 1 such that

‖·‖X2,α(2) ≤ C1‖·‖Xq̄(2),ᾱ(2) and ‖·‖Xq̄(2),ᾱ(2) ≤ C2‖·‖X2,β(2) .

Thus
‖v(t)‖1/t

Xq̄(2),ᾱ(2)
≥ C−1/t

1 ‖v(t)‖1/t
X2,α(2)

→ a

‖v(t)‖1/t
Xq̄(2),ᾱ(2)

≤ C1/t
2 ‖v(t)‖1/t

X2,β(2)
→ a

ast → ∞. Hence
lim

t→∞
‖v(t)‖1/t

Xq̄(2),ᾱ(2)
= a .

Again Corollary A.11b) yields
lim

t→∞
‖v(t)‖1/t

Xq̄(2),γ
= a

for all γ ∈ [0, 1). Repeating this argument we obtain

lim
t→∞

‖v(t)‖1/t
Xq,γ

= a
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for all q ≥ 2 andγ ∈ [0, 1).
Observe that

C1(�)

Xq,β(q) Xq,α(q)

commutes ifq is large enough. By the same argument as above we obtain

lim
t→∞

‖v(t)‖1/t
C1(�)

= a .

b) Note that applying a) toui (t)− 0 we obtain

lim
t→∞

‖ui (t)‖1/t
C1(�)

= lim
t→∞

‖ui (t)‖1/t
X2,α(2)

.

In particular, if limt→∞‖ui (t)‖1/t
X2,α(2)

< 1 (i = 0, 1, 2), then

(B.11) ‖ui (t)‖C(�) decays exponentially fast ast → ∞.

First we prove the claim in the case (i). Recall thatv solves the equation

(B.12) v̇(t)+ (−1− fu(·, 0))v(t) = ( fu(·, u0(t)(·))− fu(·, 0))v(t)

for t > 0. Going forward in time a small amount we may assume that (B.12) holds fort ≥ 0.
By (F4) and (B.11) alsoh(t) := ‖ fu(·, u0(t)(·)) − fu(·, 0)‖L∞ decays exponentially fast as
t → ∞, so thath ∈ L2((0,∞)) and

‖v̇(t)+ (−1− F)v(t)‖L2 ≤ h(t)‖v(t)‖L2

for t ≥ 0. Hencea > 0 by Lemma A.16.
To prove b) in case (ii) suppose first that limt→∞‖u1(t)‖1/t

X2,α(2)
= 1. Then by our assump-

tions
‖u2(t)‖X2,α(2)

‖u1(t)‖X2,α(2)

→ 0

as t → ∞, and the claim follows easily. The same proof applies to the case
limt→∞‖u2(t)‖1/t

X2,α(2)
= 1.

Now suppose that limt→∞‖u1(t)‖1/t
X2,α(2)

< 1 and limt→∞‖u2(t)‖1/t
X2,α(2)

< 1. Set

g(t, x) :=
∫ 1

0
fu(x, su1(t)(x)+ (1 − s)u2(t)(x)) ds− fu(x, 0) .

Thenv satisfies the equation

(B.13) v̇(t)+ (−1− fu(·, 0))v(t) = g(t, ·)v(t)

for t > 0, and again we may assume that (B.13) is even satisfied fort ≥ 0. As above, from
(F4), (B.11) and Lemma A.16 it follows thata > 0. �
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Mathematics. Boston, MA: Birkhäuser Boston Inc. 1995, Abstract linear theory

[4] Ambrosetti, A. and Rabinowitz, P.H.: Dual variational methods in critical point theory
and applications. J. Functional Analysis14, 349–381 (1973)

[5] Angenent, S.: The zero set of a solution of a parabolic equation. J. Reine Angew. Math.
390, 79–96 (1988)

[6] Bartsch, T.: Critical point theory on partially orderedHilbert spaces. J. Funct. Anal.186,
117–152 (2001)

[7] Bartsch, T. and Wang, Z.Q.: On the existence of sign changing solutions for semilinear
Dirichlet problems. Topol. Methods Nonlinear Anal.7, 115–131 (1996)

[8] Brezis, H., Cazenave, T., Martel, Y., and Ramiandrisoa,A.: Blow up forut −1u = g(u)
revisited. Adv. Differential Equations1, 73–90 (1996)
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